Motivation: Every year there are 500,000 deaths worldwide attributed to influenza [7]. The Center for Disease Control and Prevention (CDC) reports weekly on the level of influenza-like illness (ILI) seen year round in hospitals and doctor visits. These values are used to monitor the spread and impact of the influenza, however by the time the ILI data is released, the information is already 1-2 weeks old and is frequently inaccurate until revisions are made [8]. To overcome this, we propose making use of large amounts of social media data, such as Twitter to be a secondary source of information in order to predict current and future ILI proportions — the total number of people seeking medical attention with ILI symptoms. In previous related work, flu forecasting has been accomplished through the use of basic linear autoregressive models, linear autoregression exogenous models, SVM regressions, logistic regression classifiers, SIR models, and more [1, 2, 5, 6]. The addition of social media features to several of these models such as the linear autoregressive model, has improved the model’s performances over ILI data alone [3, 4, 8]. Our work is geared toward applying these data sources to more powerful machine learning models. Having this predictive power can aid health officials to properly prepare for and respond to yearly flu outbreaks.

Approach: By integrating the information that people tweet about e.g., topics, syntax, style and their communication behavior e.g., hashtags, mentions, we built predictive models for ILI and confirmed influenza activity across different geographical locations in the U.S. We experiment and evaluate the predictive power of a variety of features and machine learning models e.g., Support Vector Machines with radial basis function or linear kernels, AdaBoost with Decision Trees [10]. We are the first to evaluate the predictive power of neural networks — Long Short Term Memory (LSTM) for ILI nowcasting and forecasting [9]. An LSTM is a special type of recurrent neural network (RNN) that is capable of preserving information and learning long-term dependencies in data, which traditional RNNs struggle with. For this specific reason, we chose LSTMs to model our data over the course of several weeks.

Results: We found that LSTMs achieve the best performance regardless of which text representations are included e.g., embeddings vs. raw tweets. Of our nine features extracted from Twitter, AdaBoost models learned from unigrams, hashtags, and word embeddings consistently outperform all other features. Using up to four weeks of past data, our models are capable of accurately predicting ILI proportions for the current week and predicting ILI values for up to the next two weeks. We have found that a model tailored to a specific location shows a greater performance than a general model encompassing all regions. In our
future work, we will apply our LSTM model to 25 additional locations, and combine our ILI and social media data into one predictive LSTM model.
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