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Recall Earlier Methods
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16-735, Howie Choset, with significant copying from  G.D. Hager who loosely 

based his notes on notes by Nancy Amato

The Basic Idea

Å Capture the connectivity of Qfree by a graph or network of paths.
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RoadMap Definition

Å A roadmap, RM, is a set of trajectories (i.e. f ( t, qA, qB ) ) such 

that for all qstartÍQfree and qgoalÍQfree can be connected by a 

path:

Å The three ingredients of a roadmap

ï Accessibility: There is a path from qstartÍQfree to some qô ÍRM

ï Departability : There is a path from some qôôÍRM to qgoalÍQfree

ï Connectivity: there exists a path in RM between qô and qôô
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RoadMap Path Planning

1. Build the roadmap

a) nodes are points in ὗÆÒÅÅor its 

boundary

b) two nodes are connected by an 

edge if there is a free path 

between them (i.e. f ( t, qA, qB ))

2. Connect qstart and qgoal points to 

the road map at point qô and qôô, 

respectively

3. Find a path on the roadmap 

between qô and qôô. The result is a 

path in Qfree from start to goal



Roadmap
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Roadmap
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A Hard Problem
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The Way Forward

Å The hard part of path planning is to somehow represent the free 
configuration space

ï Recall the basic PSPACE-hard results of Reif and Canny.

ï Recall the limitations of potential fields and even navigation functions.

Å Probabilistic RoadMap Planning (PRM) by Kavraki, 1996

ï samples to find free configurations

ï connects the configurations (creates a graph)

ï is designed to be a multi-query planner

Å Expansive-Spaces Tree planner (EST) and Rapidly-exploring Random 
Tree planner (RRT)

ï are appropriate for single query problems



Remember the Basic Problem
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How about Rolling the Dice?

3/3/2021 CS 336,  G.D. Hager (w/slides from S. LaValle, E Plaku)



Sample
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Discard
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Connect
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Discard #2
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Finally, a Roadmap
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The Complete Algorithm
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Why Are Probabilistic Methods Effective?
Å Mainly, they do not try to construct the free configuration space

ï depend on local sampling of configurations (depends on efficient 

collision detection)

ïmake use of relatively dumb planners to connect nodes

Å They are often probabilistically complete

ï the probability of correct

solution can be as

high as desired with 

enough time 
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Some Minor Issues

Å Ideally, the resulting graph will be connected

ï if it is not it might mean the space is disconnected

ï it might mean we didn t try hard enough (what is a hard case?)

Å We haven t specified what the distance or path planner is

Å To use for queries we must

ï connect the start and goal configurations to the roadmap (usually just 
treat like nodes and perform same algorithm)

ï perform a graph search on the resulting graph

ï if desired, smooth the resulting path a bit

Å Interesting to note that the queries can be used to add more 
nodes to the graph
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Sampling and Neighbors

Å Uniform sampling of configurations

ï need to take care that rotations are fairly sampled

Å Selecting closest neighbors: kd-tree

ï Given: a set S of n points in d-dimensional space

ï Recursively

Å choose a plane P that splits S about evenly (usually in a coordinate dimension)

Å store P at node

Å apply to children Sl and Sr

ï Requires O(dn) storage, built in O(dn log n) time

ï Query takes O(n1-1/d + m) time where m is # of neighbors

Å asymptotically linear in n and m with large d

Å Selecting closest neighbors: cell-based method

ï when each point is generated, hash to a cell location
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Distance Functions

Å Distance between two configurations should reflect the likelihood 

that the planner will fail to find a path

ï close points, likely to succeed

ï far away, less likely

Å Ideally, this is probably related to the area swept out by the robot

ï very hard to compute exactly

ï usually heuristic distance is used

Å Typical approaches

ï Euclidean distance on some embedding of c-space

ï Alternative is to create a weighted combination of translation and 

rotational distances

ï Efficiency varies greatly depending on embedding
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Local Planner

Å The local planner should be reasonably fast and can be simple to 

implement

Å A simple way is to do subdivision on straight line path

ïDecompose motion into a straight lines in configuration space

ï Split the line in half; check for collision

ï If none, recurse on halves until distance is small



PRM Applied to a Point Robot
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PRM for a Serial Chain
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Sampling Strategies

Å The narrow corridor problem

ï probability of finding a path related to joint visibility area under 
uniform sampling

Å Other approaches:

ï Bridge planner

Åsample randomly

Åcheck pairs in collision to see if midpoint (or random distance) is not

ÅSomehow use generalized Voronoi diagrams

ï Visibility-based sampling

Åonly keep configuration that

ï cannot be connected to an existing component, or

ï connect 2 existing components
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Sampling Strategies

Å Recall the narrow corridor problem

ï probability of finding a path related to joint visibility area under 
uniform sampling

ï Few samples will be available in here

Å Other approaches:

ï sampling near obstacles

ÅObstacle-Based PRM (OBPRM)

Åfind samples in obstacles (uniform)

Åpick a random direction v

Åsearch for a free configuration in direction v

ïGaussian OBPRM

Ågenerate a random sample

Ågenerate a Gaussian sample around the sample

Åonly keep the sample if the Gaussian sample is in collision

ïDilated obstacles

Åallow some interpenetration to enhance the likelihood of finding paths, 
then fix up later.



Obstacle Sampling

3/3/2021 CS 336,  G.D. Hager (w/slides from S. LaValle, E Plaku)



Bridge Sampling
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