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Background

* Recent advances in IE 2

* More detailed and fine-grained
predictions

* Document-level > Sentence-level
e Multilingual

* Previous multilingual IE limitations:
* separate subsystems per language ()
* limited scope of the task (panetal, 2017
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LOME: Large Ontology Multilingual Extraction

* A single, modularized multilingual system
* Input: document in any language (supported by XLM-R)

* Output:
1. FrameNet parse (events and arguments)
2. Coreference linking
3. Entity typing (fine-grained, cluster-level)
4. Temporal relation between events



Multilingual

LOME Architecture

Raw Text .. FrameNet Parser
Tokenization
e.g. Polyglot
The rabbit ate a carrot. The rabbit ate a carrot.
%RTIg T 7K %R 7K
Translation: The rabbit water
Entities Events
It\l/|1e rabbit (aTrr\]imaIk))b Before Ingestion:
entions: “The rabbit
Ingestor:%?
”’ ﬂ%? ” -
N — - Ingestion: ate
carrot.” Ingestor: The rabbit
Mentions: K" Ingestible: a carrot

Multilingual coreference
resolution

Fine-grained hierarchical entity
typing

Temporal relation prediction

Third-party systems (e.g.
relation extraction)




Multilingual

LOME Architecture
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entions: “The rabbit
Ingestor:ﬁE..jr
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LOME Architecture

Multilingual
Raw Text . g. FrameNet Parser
Tokenization
PolyGlot! .
The rabbit ate a carrot. The rabbit ate a carrot.
BT T K %R T 7K
Translation: The rabbit water
Entities Events
T\;\e rabbit (zinrr;]imalg)b Before Ingestion:
entions: “The rabbit
Ingestor:ﬁE..jr
”’ u%? ” :
oo - Ingestion: ate
carrot.” Ingestor: The rabbit
Mentions: “ 7K” Ingestible: a carrot

Lhttps://github.com/aboSamoor/polyglot

Multilingual coreference
resolution

Fine-grained hierarchical entity
typing

Temporal relation prediction

Third-party systems (e.g.
relation extraction)




Multilingual

LOME Architecture

Raw Text e FrameNet Parser
Tokenization
e.g. Polyglot
The rabbit ate a carrot. The rabbit ate a carrot.
BT T K %R T 7K
Translation: The rabbit water
Entities Events
Mentions: “The rabblt” Ingestor:ﬁE,_jr
”’ u%? :
oo - Ingestion: ate
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Third-party systems (e.g.
relation extraction)




FrameNet Parser

e Goal: Find trigger spans and arguments, then label with FrameNet
roles

 Model: 919.52>

* XLM-R encodings 91

* BIO tagger to find trigger spans 909'(5,

* Typing module for labeling spans 89.5

89

* Data: FrameNet v1.7 8.5
* SOTA on Frame ID s .

* First to report on full FrameNet s

pa rSI n g Frame Identification

B Yang and Mitchell (2017) B Hermann et al. (2014)
Peng et al. (2018) This work



Multilingual

LOME Architecture

Raw Text e FrameNet Parser
Tokenization
e.g. Polyglot
The rabbit ate a carrot. The rabbit ate a carrot.
BFE T K RF 7K
Translation: The rabbit water
Entities Events
the rabbit (animal) Before Ingestion:

Mentions: “The rabbit
”’ u%? ”

TS T TSI O TTOT

carrot.”

Mentions: “

Ingestor:ﬁE..jr

Ingestion: ate
Ingestor: The rabbit
Ingestible: a carrot

Multilingual coreference

resolution

Fine-grained hierarchical entity
typing

Temporal relation prediction

Third-party systems (e.g.
relation extraction)




Coreference Resolution

* Goal: Determine which given mentions refer to the same entity
* Model: Modified Incremental Coreference Model (xia et al.,, 2020) + XLM-R

e Data: OntoNotes 5.0, SemEval 2011 Task 1,
Russian RuCor/AnCor

e Results: matches SpanBERT (oshietal, 2020 in English,
comparable to RUBERT for Russian, 100
sets neural baselines 80 ‘
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Multilingual

LOME Architecture

Raw Text e FrameNet Parser
Tokenization
e.g. Polyglot
The rabbit ate a carrot. The rabbit ate a carrot.
BFE T K RF 7K
Translation: The rabbit water
Entities Events
the rabbit (animal) Before Ingestion:

Mentions: “The rabbit
”’ u%? ”

TS T TSI O TTOT

carrot.”
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Ingestor:ﬁE..jr
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Ingestible: a carrot

Multilingual coreference
resolution

Fine-grained hierarchical entity
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Temporal relation prediction

Third-party systems (e.g.
relation extraction)




Hierarchical Entity Typing

* Goal: associate entities (mention clusters) with fine-grained
hierarchical entity types

* Model: Coarse-to-fine decoder (chenetal., 2020) + XLM-R + Borda Voting
e Data: various (AIDA Ontologies, BBN, .,

FIGER, UltraFine) 30 II II

FIGER UltraFine

o O O o

M Prior SOTA ™ Ours



Multilingual

LOME Architecture

Raw Text e FrameNet Parser
Tokenization
e.g. Polyglot
The rabbit ate a carrot. The rabbit ate a carrot.
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Entities Events
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Temporal Relation Prediction

* Goal: given two events, predict their temporal relation (e.g. before,
overlap, etc)

 Model: Real-valued event pairs (vashishtha et al., 2019) + XLM-R
e Data: TimeBank Dense, TempEval3, Chinese corpus

 Cross-lingual performance "’
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B Majority Class M Zero-shot M Chinese-trained
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LOME Architecture

Raw Text e FrameNet Parser
Tokenization
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Translation: The rabbit water
Entities Events
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Fine-grained hierarchical entity
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Applications

* TAC SM-KBP 2020 Task 1
* Pipeline: GAIA (Lietal., 2020) 2 Coref = Entity Type = argument linking

e Schema inference tasks also needs relations
e Attach OnelE (Linetal, 2020) to output of LOME

LOME is modular: designed to be
mix/matched with other systems




Website: https://nlp.jhu.edu/demos/

e Available on Docker Hub e Web Demo

e Concrete a0 fOormat outputs ¢ Interactive output visualization

Hover mouse to event spans (in blue boxes) to see their arguments. Arguments with background colors are the direct arguments, while argument

SituationMention 0-0:

by the coref model.

text: March
situationType: EVENT
situationKind: Calendric—unit . went | to the store to buy I - . It was tasty . they_ liked it.
Af‘g ument O: Motion Businesses Comm(irce_buy Food Chemical-sense_description Experiencer_focus
None Goods
role: Unit Buyer

entityMention: March

Entity 1-0: e Structured Frame/entity output

Entity Type: VAL.Number.Number

EntityMention 1-0-0: Businesses: Gl
tokens: on March 10th , 2013 Business: store an apple
text: on March 10th , 2013 Motion: "

EntityMention 1-0-1: Theme: Kim ‘

(" Oke ns: Marc h Purpose: to buy an apple s
te)(t : MaPCh Goal: to the store .

EntityMention 1-0-2: . "

: ) Experiencer_focus: Entity 2
tokens: March 10th , 2013 _
Content: it to the store

text: March 10th , 2013

Experiencer: they store



https://nlp.jhu.edu/demos/
https://hub.docker.com/r/hltcoe/lome
https://nlp.jhu.edu/demos/lome/

Yy p— :.jhum_.-cﬂ-,;ca_,m,ne_- -~ TE % -Q.é.,-a_-.:.-.. WA R

Text (paragraphs separated by lines; coref cannot cross lines.):
The rabbit ate a carrol. kpoawk nwn soay. BTHE 1.

Visualized Output

Hover mouse o event spans {in blue boxes) to see their arguments. Arguments with background colors are the direct arguments, while arguments with underlines are those linked
by the coref model,

Structured Output

}"‘r

i



summary

 Single system for multilingual information extraction
glc Sy g
* Highly reliant on strong multilingual encoders and their cross-lingual transfer
ability

e Available as a web demo and on Docker
Website: https://nlp.jhu.edu/demos/

Multilingual coreference
‘ resolution

‘ Multilingual

Raw Text L ‘ FrameNet Parser —
‘ Tokenization ‘ ‘
e.g. Polyglot
The rabbit ate a carrot. ate a carrot. Fine-grained hierarchical entity
% F15 7K RTE 1K typing
Translation: The rabbit water
Entities Events
—— Temporal relation prediction
the rabbit (animal) Before Ingestion:

Mentions: : Ingestor: % F
! Ingestion:
carrot.” | Ingestor: - Third-party systems (e.g.

Mentions: “ K Ingestible: a carrot relation extraction)



https://nlp.jhu.edu/demos/

