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e.g. Polyglot
The rabbit ate a carrot.
H 7
RTES 1K
rabbit drank water
Entities
the rabbit (animal)
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u%? 17,
a carrot (food)
Mentions: a carrot.”
7K (food)
Mentions: “ 7K”
FrameNet

* BIO tagger to find spans +
MLP typing module for labeling + XLM-R
* First to report on full FrameNet parsing,
SOTA on frame identification:
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Architecture Demo
7 ~ Multilingual coreference Website: https://nlp.ihu.edu/demos/
crameNet Parser - resolution 1. Docker Hub: Concrete-based outputs
|
/ 2. Web Demo
B Hover mouse to event spans (in blue boxes) to see their arguments. Argum
The rabbit ate a carrot. Fine-grained hierarchical by the coref model.
BT 7K entity typing
.| went | to the | store | to | buy |I| - | .
- Goods
Events Buyer
Before ngestion: Temporal relation prediction B cecee ity 0
|ngest0r.%% - Business: store an apple
- - Motion: '
Ingestion: ate | Thicdopart , herme K '
Ingestor: The rabbit " -pgr Y Y3 ems (e.g =ntity |
. relation extraction) Purpose: to buy an apple i
Ingestible: a carrot
_ | Goal: to the store they
Benchmarks
Coreference Typing Time
* Neural coreference resolution * Coarse-to-fine type decoder + XLM-R * Real-valued event pair model +
model + XLM-R + given spans + Borda Voting for cluster-level labels XLM-R
* Trained and evaluated * Benchmarked on multiple datasets: e Benchmarked on both English

mulitilingually:
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Frame lIdentification |

(monolingual) and Chinese ACE:
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