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Background: ”multi-hop”

• Compositional → interpretable
• Put together information from multiple…

Sentences/documents:
• Reading comprehension
• Open-domain QA

Figure from Welbl et al., 2018



Background: ”multi-hop”

• Compositional → interpretable
• Put together information from multiple…

Facts in a knowledge graph:
• Knowledge graph completion

Both:
• Open-domain/commonsense

QA

Figure from Lv et al., 2021
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Datasets: Motivation

• What was the goal in 2018?

“the [existing] datasets do not actually require a deep understanding. We 
address this by developing a challenge in which answering a question 
requires reasoning over multiple sentences.” – Khashabi et al., 2018

“investigate the limits of existing methods” – Welbl et al., 2018

“Answering complex questions can be addressed by decomposing the 
question into ... simple questions” – Talmor and Berant, 2018

“explainable question answering dataset” – Yang, Qi, Zhang et al., 2018



Datasets: Multi-hop (in 2018)

• KB-based:
• QAngaroo (Welbl et al., 2018)

• ComplexWebQuestions (Talmor and Berant, 
2018)

• Documents only:
• Hotpot-QA (Yang, Qi, Zhang et al., 2018)

• MultiRC (Khashabi et al., 2018)

• WorldTree (Jansen et al., 2018), WorldTree V2 (Xie
et al., 2020)

• Both:
• OpenBookQA (Mihaylov et al., 2018)

Green: at EMNLP 2021
Gray/faded: not discussed in detail



Datasets: HotpotQA (Yang, Qi, Zhang et al., 2018)

113K Wikipedia-based questions
1. Require reasoning over multiple documents
2. Diverse, not constrained to pre-existing schemas/KBs
3. Strongly supervised: supported facts are provided
4. Factoid comparison task



HotPotQA: Data Collection

1. Build Wikipedia hyperlink graph
2. Sample paragraph pairs: (A, B)
3. Write questions requiring paragraphs 

A and B
• Sometimes ask a comparison question

4. Collect supporting facts



HotPotQA: The Benchmark

1. Categorize questions/turkers into: 
• “easy” (single-hop), 
• “medium” (multi-hop answerable with 2018 QA models) 
• “hard” (the rest)

2. Test: 
• “distractor”: where 2 gold + 8 related paragraphs per question
• “full wiki”: no paragraphs are provided



HotPotQA: Dataset Analysis



HotPotQA: Examples



HotPotQA: More details in paper

• Modeling for both distractor and full-wiki setting
• Using supporting facts as strong supervision 
• Human performance
• Examples



Datasets: What’s new?

• Addressing limitations of multi-hop evaluation:
Answering Open-Domain Questions of Varying Reasoning Steps 
from Text (Qi, Lee, Sido et al., 2021)

• Addressing multi-hop as “explanation”
On the Challenges of Evaluating Compositional Explanations in 
Multi-Hop Inference: Relevance, Completeness, and Expert 
Ratings (Jansen et al., 2021)

• Knowledge graph reasoning:
Is Multi-Hop Reasoning Really Explainable? Towards 
Benchmarking Reasoning Interpretability (Lv et al., 2021)

Green: at EMNLP 2021
Gray/faded: not discussed in detail



Datasets: BeerQA (Qi, Lee, Sido et al., 2021) @ EMNLP

• Revisit unrealistic assumptions of:
• Knowing how many steps/hops are required
• Using KBs/web links

• New dataset:
• Include questions that involve 3 links



BeerQA: How many hops is “multi”?

• In prior datasets, one or two documents (or paragraphs)
• In real-world, it’s not easy to know whether it’s one or two (or 

more), e.g.
In which U.S. state was Facebook founded?

• Hyperlinks aren’t always available during retrieval



BeerQA: New benchmark

• Varying hops:
• One-hop: SQuAD Open
• Two hop: HotPotQA multi-hop
• 3+ hop: New collection of questions

• Unified Wikipedia (filter out unanswerable questions)



BeerQA: 3+ hop dataset

• 50-100 question templates covering diverse topics
• 10-20 examples/question



BeerQA: Example



BeerQA: More details in paper

• Novel model for Open-domain QA based 
on iteratively retrieving, reading, and 
reranking (IRRR)

• Competitive performance on SQuAD and 
HotPotQA = Strong benchmark 
for BeerQA

• Why is it called BeerQA?
• Twitter thread h/t Marc 



Datasets: What’s new?

• Addressing limitations of multi-hop evaluation:
Answering Open-Domain Questions of Varying Reasoning Steps 
from Text (Qi, Lee, Sido et al., 2021)

• Addressing multi-hop as “explanation”
On the Challenges of Evaluating Compositional Explanations in 
Multi-Hop Inference: Relevance, Completeness, and Expert 
Ratings (Jansen et al., 2021)

• Knowledge graph reasoning:
Is Multi-Hop Reasoning Really Explainable? Towards 
Benchmarking Reasoning Interpretability (Lv et al., 2021)

Green: at EMNLP 2021
Gray/faded: not discussed in detail



Datasets: Extending WorldTree V2 (Jensen et al., 2021) @ 

EMNLP

“a desirable consequence is that the facts used to assemble this chain-of-reasoning can 
then be taken as an interpretable record of that reasoning, as well as a human-readable 
explanation for why it is correct”



WorldTreeV2+: Motivation

• Prior multi-hop work isn’t very 
“multi”

• Multiple reference problem for 
explanations
• Automatic vs. expert evaluation?

• Goal: formalize evaluation by 
examining relevance and 
completeness of explanation



WorldTreeV2+: Evaluation Extension



WorldTreeV2+: Rating 126K facts for relevance

• WorldTree V2 contains 4.4K questions, 9K facts → 40M ratings if 
exhaustive

• Use BERT and RoBERTa to create a shortlist of facts per question
• 28.9 facts/question

• Annotate a shortlist of 126K facts with experts (8-20 years of 
science teacher experience)

• Interannotator agreement κ = 0.46
• Final score average + round up



WorldTreeV2+: Rating 126K facts for relevance

• ~18 new relevant 
facts/question



WorldTreeV2+: Evaluation of whole explanations

• Models: T5-UnifiedQA (generative), TFR-BERT (reranking), 
CoSaTa (schema)

• Relevance: proportion that have non-zero relevance score
• Completeness: 

• Automated: recall of gold explanation
• Expert-based (B): binary metric of 1 if all facts were rated 2 or 3

• F1 between relevance and completeness



WorldTreeV2+: Automated Evaluation

• Relevance: proportion that have non-zero relevance score
• Completeness: 

• Recall of gold explanation
• Expert-based (B): binary metric of 1 if all facts were rated 2 or 3

• See Table 5 for exact numbers
• TFR-BERT (reranking) does best
• CoSaTa (schema) has high relevance (precision)



WorldTreeV2+: Manual Evaluation

• Relevance: proportion that have non-zero relevance score
• Completeness: 

• Manually rated for 50 dev questions



WorldTreeV2+: Challenges

• Relevance: model performance is undercounted
• Facts aren’t always relevant in isolation

• Completeness: Major challenge as explanations get larger
• Automated metrics: undercounting disproportionately affects 

model comparison



Datasets: What’s new?

• Addressing limitations of multi-hop evaluation:
Answering Open-Domain Questions of Varying Reasoning Steps 
from Text (Qi, Lee, Sido et al., 2021)

• Addressing multi-hop as “explanation”
On the Challenges of Evaluating Compositional Explanations in 
Multi-Hop Inference: Relevance, Completeness, and Expert 
Ratings (Jansen et al., 2021)

• Knowledge graph reasoning:
Is Multi-Hop Reasoning Really Explainable? Towards 
Benchmarking Reasoning Interpretability (Lv et al., 2021)

Green: at EMNLP 2021
Gray/faded: not discussed in detail



Datasets: BIMR (Lv et al., 2021) @ EMNLP

“Multi-hop reasoning has been widely studied in recent years to 
obtain more interpretable link prediction”



Datasets: BIMR (Lv et al., 2021) @ EMNLP

“Multi-hop reasoning has been widely studied in recent years to 
obtain more interpretable link prediction”



BIMR: Benchmark to detect the 
Interpretability of Multi-hop Reasoning

• In prior multi-hop reasoning (KG) models, any path found is 
considered a reasonable explanation
• In Lin et al., 2018 model, 60% of the paths are unreasonable



BIMR: Benchmark to detect the 
Interpretability of Multi-hop Reasoning

• In prior multi-hop reasoning (KG) models, any path found is 
considered a reasonable explanation
• In Lin et al., 2018 model, 60% of the paths are unreasonable

• Goal: quantitative evaluation of interpretability



BIMR: KG Background

• KG = {E, R, T} which is a set of entities (E), relations (R), and 
triples T = {(h, r, t)} where a head has relation with tail, e.g. 

(Bob Seger, Occupation, Pianist)

• Multi-hop reasoning: given (h, r, ?) and a KG
• Find t
• Return a path (h, r, t) = (h, r1, e1)→(e1, r2, e2)→ … → (en-1, rn, t)



BIMR: Benchmark

• Curate WD15K based on Wikidata and FB15K-237 (Freebase)
• Some filtering to keep entities in both KG and with common relations
• 15.8K total entities, 182 relations, 177K triples



BIMR: Evaluation Framework

• Path recall (PR): ~recall
• For how many triples does a model find any path at all?

• Local Interpretability (LI): ~precision
• Are the found paths reasonable (average “interpretability score” of 

found paths)?

• Global Interpretability (GI): PR * LI 
• Average “interpretability score” for each triple in test set (0 if no path)



BIMR: Interpretability Score

1. Find all pair shortest paths (16M paths)

2. Convert paths to relation sequences, or rules  (96K)

3. Annotate 96K rules for interpretability
• First, 36K mined and scored using SOTA rule mining method
• Reannotate high-confidence rules (15K), treat all low-confidence and 

long-tail rules the same



BIMR: Manual annotation



BIMR: Findings

• Compare: 5 Rule-based models and 9 multi-hop reasoning 
models (see details in paper)

• Current multi-hop reasoning models have some interpretability
• They lag behind rule-based models

• Upper bound is much higher for all models
• Manually annotated scores > automatic interpretability scores



Datasets: What’s new? Takeaways

• Multi-hop isn’t hoppy enough
→ BeerQA

• Compositional “reasoning” isn’t tested 
→ WorldTreeV2+, BeerQA

• Spurious explanations hurt interpretability
→ BIMR, WorldTreeV2+

Related to: “Right for the Wrong Reasons: Diagnosing Syntactic 
Heuristics in Natural Language Inference” by McCoy et al., 2018
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Models: Which dataset do they work on?

• HotPotQA:
• Select, Answer and Explain (SAE) (Tu et al., 2020)

• Summarize-then-Answer: Generating Concise Explanations for Multi-
hop Reading Comprehension (Inoue et al., 2021) 

• Answering Open-Domain Questions of Varying Reasoning Steps from 
Text (Qi, Lee, Sido et al., 2021)

• Commonsense (CORGI)
• ConversationL mUlti-hop rEasoner (CLUE) (Arabshahi et al., 2021)

• Science QA (OpenBookQA)
• Chain Guided Reader (CGR) (Xu et al., 2021)

Green: at EMNLP 2021
Gray/faded: not discussed in detail



Models: Select, Answer, Explain (Tu et al., 2020) 

• Example of a top-performing public model for HotpotQA for 
“distractor” setting



SAE: Document selection

1. Self-attention layer over document embeddings (“CLS”)
2. Pairwise learning-to-rank loss
3. Prioritize: 

• gold document
• documents containing 

the answer



SAE: Answer and explain

1. Concat + BERT query and paragraphs
2. Multi-task objective for 
Answer prediction

• standard QA layer (start/end prediction)

Supporting sentence prediction
• Score each sentence conditioned on 

predicted answer
• Build graph conv. net over sentence embs
• Message passing strategy to update nodes
• Binary classifier per sentence
• Predict answer type (span or yes/no)



SAE: Analysis

“Were Scott Derrickson 
and Ed Wood of the 
same nationality?”



Models: Which dataset do they work on?

• HotPotQA:
• Select, Answer and Explain (SAE) (Tu et al., 2020)

• Summarize-then-Answer: Generating Concise Explanations for Multi-
hop Reading Comprehension (Inoue et al., 2021) 

• Answering Open-Domain Questions of Varying Reasoning Steps from 
Text (Qi, Lee, Sido et al., 2021)

• Commonsense (CORGI)
• ConversationL mUlti-hop rEasoner (CLUE) (Arabshahi et al., 2021)

• Science QA (OpenBookQA)
• Chain Guided Reader (CGR) (Xu et al., 2021)

Green: at EMNLP 2021
Gray/faded: not discussed in detail



Models: Summarize-then-Answer (Inoue et al., 2021) 

@ EMNLP

• Let’s abstractively summarize, then use an off-the-shelf QA 
model



SuQA: Summarize-then-answer

• Support (evidence) sentences contain irrelevant content



SuQA: Concise definition

• Minimal  (== relevance?)
• Comprehensible
• Sufficient (== completeness?)



SuQA: Model

• Abstractive explainer (AX) conditioned on query
• Concat query + paragraph → BART (pretrained for summarization)

• QA module (QAM)
• Generation-based QA module



SuQA: Training

• Pretrain AX on abstractive summarization
• Semi-supervised training with answer as signal



SuQA: Experiments

• HotpotQA
• Train a document ranker, use top-3 at evaluation
• AX = DistilBART fine-tuned for summarization (CNN/Daily Mail)
• QAM = T5-UnifiedQA-base; frozen

• In training: UnifiedQA without HotpotQA
• At test: UnifiedQA finetuned on HotpotQA



SuQA: Evaluation Metrics

• Conciseness: compression ratio
• Abstractiveness: overlap metrics from reward function
• Sufficiency: 5 annotators on a 3-point Likert scale

• Due to cost: evaluate 100 gold and 200 generated explanations

• F1: HotpotQA
• XF1: HotpotQA and sufficient



SuQA: Results

• Abstractive explanations are more concise
• Compare gold extractive vs. gold abstractive

• Generated abstractive explanations are more concise



SuQA: Examples



SuQA: Limitations

• AX and QAM are trained separately
• Abstractive explainer doesn’t explain the inference process itself
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Reflection: multi-hop inference @ EMNLP 2021

• How is “multi-hop reasoning/inference” formally defined?
• What is the purpose of explanation? What needs to be 

“interpreted”?
• Model calibration and correctness
• Simplify fact checking
• Readability

• How do these interpretability metrics apply to models like 
T5/GPT-3?


