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Rapid Growth of Cloud System Infra

» Software user shift

Ádirect: e.g., office 365, Google Drive

Áindirect: e.g., Netflix on AWS

» Workload diversity

Áwebsite, workflow, big data, machine learning

» Internal composition

Ámore data centers, larger cluster, special h/w

Ácontainerization, micro-services
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Demanding Requirement on Availability

» Users intolerant of service downtime

» Failure more costly

ÁSLA violation, reputation hit, customer loss, engineering resource waste

» New availability bar

Á3 nines to 5 or 6 nines 
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Key: Embrace Fault -tolerance!
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Redundancy CorrectnessDecomposition

process pair

RAID

Primary/backup

state machine replication

transaction

checkpoint chain replication

virtual synchrony Paxos Zab PBFT

Gossip

Zyzzyva

N-version2PC

triple modular redundancy

erasure coding

Rich history since 1950s 

ê

Steps:

Building block:



Status Quo
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Status Quo

» By and large, the efforts paid off

Ámany faults successfully detected, tolerated, and repaired every day

Áfew global outages

Á99.9% is achievable

» But moving forwardê

Ásimplistic assumptions start to break

Áreasoning about availability becomes hard

Áfrequent bizarre phenomenon in production

Á99.999% and beyond is challenging  
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scale & complexity

availability?
t

A common theme: 

the overlooked gray 

failure problem



The Elephant in the Cloud - Gray Failure
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ByzantineGray failure

A component appears to be still working 

but is in fact experiencing severe issue

A component may 

behave arbitrarily
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Fail-stop ByzantineGray failure

A component appears to be still working 

but is in fact experiencing severe issue

A component either 

works correctly or stops

A component may 

behave arbitrarily

Åsubtle and ambiguous: e.g., switch random packet loss, non-

fatal exceptions, memory thrashing, flaky disk I/O, overload.. 

symptom
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Åacross s/w and h/w stack in the infra due to various defects

Åbehind most service incidents weõve seen in Azure

occurrence

Åsubtle and ambiguous: e.g., switch random packet loss, non-

fatal exceptions, memory thrashing, flaky disk I/O, overload.. 
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Åacross s/w and h/w stack in the infra due to various defects

Åbehind most service incidents weõve seen in Azure

occurrence

Åfault-tolerance ineffective or counterproductive

Åfaults take engineers & designers huge efforts to nail down

Åteams play the blame game with each other

danger

Fail-stop Byzantine

A component appears to be still working 

but is in fact experiencing severe issue

A component either 

works correctly or stops

A component may 

behave arbitrarily

Åsubtle and ambiguous: e.g., switch random packet loss, non-

fatal exceptions, memory thrashing, flaky disk I/O, overload.. 

symptom

Gray failure



Real-world Gray Failure 
Cases in Azure
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Case I: Redundancy in Datacenter Network (1)
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Case I: Redundancy in Datacenter Network (2)
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Core

Aggregation

ToR
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Workload: single round trip

Å packets will not be re-routed       application glitches or increased latency

Å increasing # of core switches may not affect chance of being affected
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Case I: Redundancy in Datacenter Network (3)
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Workload: send multiple requests

wait for all to finish (e.g., search)

r3 r4

C D E

Å high chance to involve every core switches for each front-end request

Å gray failure at any core switch will cause delay

Å more core switches        worse tail latencies ▬▪
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Case II: Failure Detector in Compute Service
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Case III: Recovery in Storage Service
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Understanding Gray Failure
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The Many Faces of Gray Failure
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So, what is a gray failure?
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So, what is a gray failure?

A performance issue.


