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LLMs are powerful, but not always reliable

= Known to produce seemingly plausible but erroneous outputs, aka hallucination
',5 Copilot

Here are some of the headlines from The New York Times today, April 30, 2024:

Palestinian encampment were suspended 1.

[4. Europe’s Economic Laggards Have Become Its Leaders: More than a decade after painful austerity, Greece, Portugal and Spain are growing ]

faster than traditional powerhouses like Germany 1.

5. 8 Officers Are Shot, 4 Fatally, While Serving Warrant in Charlotte, N.C.: Four officers, three of them members of a U.S. Marshals task force, were User' IS thls
killed on what was the deadliest day for law enforcement in recent years'1 . hallucination???

Please note that these are just a few of the headlines. For more details, | recommend visiting the New York Times website 1.

=
‘I'f' Learnmore 1 & nytimes.com 2 & nytimes.com 3 & nytimes.com 4 @ politico.com = 5 & nytimes.com 2



Verifiability is challenging

= To trust LLMs, users need to verify generated claims against trusted resources
= However, non-trivial to fact-check lengthy free-form generation!

Tuesday, Aori 30, 2024
Todays Paper

US.© Wold - Business - Adts - Lifestle - Opinion Audio + Games,

€he New York Eimes

Cooking.

Wirecutter ~ The Athetlc

‘See images from the protests

anks Swell at Columbia’s
Gates as Protest Standoff
Continues

School administrators have been unable to
disperse protesterssince another round of
arrests almost wo weeks ago set off

','5 Copilot

Here are some of the headlines from The New York Times today, April 30, 2024:

N

iden, the unrest recalls peace protests of his
ime, he cant bypass the turmoil.

w

AtuCL

Trump Hush-Money Trial  WhattoKnow Koy Playes Tracing th Deals Pt Chet

Judge Holds Trump in
Contempt Over Gag Order
and Warns of Potential Jail
Time

‘Donald Trusp was fined and
warned of il time after he broke

What Happened at the Trump Trial on
Tuesday
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killed on what was the deadliest day for law enforcement in recent years 1.

‘Hell’s Kitchen’ and ‘Stereophonic’ Tie for Most Tony Nominations: The Alicia Keys semi-autobiographical musical and David Adjmi’s

o

the-music play each picked up 13 nominations /.
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Please note that these are just a few of the headlines. For more details, | recommend visiting the New York Times website 1. User: WhICh N I I a rt'Cl .

support this claim???

Learnmore 1 & nytimes.com 2 & nytimes.com 3 & nytimes.com 4 @ politico.com | 5 & nytimes.com
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Sheryl Sandberg Screams Back at the :‘
Silence

The Exit Interviews: 12 Dearting Lawmakers Tell
Us What Congress Is Really Like:




Existing methods for verifiability

= Search/retrieval + citation helps, but is not guaranteed to be accurate
= Non-trivial to verify whether text is supported by citation

Citation Precision (%; 1)

: Average Over
Cited Web
fled Webpages All Queries
. . [1]: @ nasa.gov (X citation does not support its associated statement) N
£ What are the latest discoveries from the James Webb NASA's Webb Confirms ts First Exoplanet Bing Chat 89.5
=% Space Telescope? ... Researchers confirmed an exoplanet, a planet that orbits another NeevaA_I . 72.0
star, using NASA's James Webb Space Telescope for the first time. ... perplexity.ai 72.7
. : ; YouChat 63.6
s The James Webb Space Telescope is designed to peer [2]: B cnn.com ( i citation partially supports its associated statement) Average 245
(%) into the dusty clouds of gas where stars and planetary Pillars of Creation: James Webb Space Telescope ... & :
: ... The Pillars of Creation, in the Eagle Nebula, is a star-forming region
_systems are born. Webb has cap!ured the ﬁrSt,dlre_Ct captured in a new image (right) by the James Webb Space Telescope L
image of an exoplanet, and the Pillars of Creation in the that reveals more detail than a 2014 image (left) by Hubble ... Citation Recall (%; 1)
Eagle Nebula[1][2]. Additionally, the telescope will be . ( il , ) Average Over
. . . nasa.gov ([Zcitation fully supports its associated statement, All Queries
used to study the next interstellar |nterloper[3]. Studying the Next Interstellar Interloper with Webb Bine Ch 537
* ...Scientists have had only limited ability to study these objects once ing Chat -
( .So.me gengrated statements may not be fully supported by discovered, but all of that is about to change with NASA's James NeevaAl 67.6
citations, while others are fully supported.) Webb Space Telescope...The team will use Webb's spectroscopic perplexity.ai 68.7
capabilities in both the near-infrared and mid-infrared bands to study YouChat 11.1
two different aspects of the interstellar object.
Average 51.5

&2 J0rins HOPKINS Nelson Liu, Tianyi Zhang, and Percy Liang. 2023. Evaluating Verifiability in Generative Search
W g scroor Engines. In Findings of the Association for Computational Linguistics: EMNLP 2023
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https://aclanthology.org/2023.findings-emnlp.467
https://aclanthology.org/2023.findings-emnlp.467

Verifiability by Quoting

= We propose increasing verifiability by generating verbatim quotes from high-
quality sources of pre-training data, such as Wikipedia.

= Quote-Tuning: aligning LLMs to quote from their pre-training data!
o Make the model prefer generation with more quotes over less quotes!
o Align for quoting using preference optimization algorithms such as DPO
Base LLM LLM that can quote

Response with quotes: Jeopardy! Was|

align for quoting generate

] created by Merv Griffin and first aired in

0,0 b d , 1964, whilc Whesliof Fortunewas also|
Created by Merv Griffin andifirst aired in

19750 l8refore, Jeopardy! is older than

Wheel of Fortune.

verify quotes ‘

I((.

High-quality subset of |
& J()HM HOPKINS pre-training corpus




Background: measuring quoting at scale

[ generated text L i A large corpus ]

QUIP( Y :““ ) _ #n-grams in Y found in C

#n-grams in Y

WIKIPEDIA

= Calculate quoting precision with QUIP-Score (Weller et al., 2024)

= QUIP-Score is backed by efficient membership testing with Data Portraits (Marone
and Van Durme, 2023)

JOHNS HOPKINS
4 NG SCHO(



Our method: Quote-Tuning

Prompt Dataset

Prompt: Which is older jeopardy
or wheel of fortune?

Step 1: Sample s

0,0
multiple responses W

Raw LLM Responses

Response: Jeopardy! (Wasicreated by

Merv Griffin and first aired in 1964,
while Wheel of Fortune was also

created by Merv Griffin and first aired

in 19758 h@refore, Jeopardy! is older
than Wheel of Fortune.

%W JOHNS HOPKINS
‘Il!' WHITING SCHOOI
of ENGINEERING

High-quality subset of
pre-training corpus

\-4.
=t
Measure quoting

via efficient
membership testing

56 @

I

\ 4

Step 2: Constructing
preference data via
rank-by-quoting

Pre-trained Quote-

LLM tuned LLM
Step 3: Preference

- Optimization “ < N

10@, ;‘vor

Preference Dataset for Quoting

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! WasiGicated by Mt Griffil and firstaired|

964, while
first aired in 19758 Bl@refore, Jeopardy! is older than Wheel of Fortune.

QUIP: 31.4, length: 66

Rejected Response: Jeopardy! Wasicreatediniloo4byiMerv Griffin, =
while Wheel of Fortun@ivas createdinniozsibyiMery Griffin and Roy i

Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.
X QUIP: 1.99, length: 60




Step 1: Sample candidate responses

Prompt Dataset

High-quality subset of
L. . re-training corpus
Prompt: Which is older jeopardy P g corp

or wheel of fortune? — |

[}
-

Step 1: Sample

0,0
multiple responses w

Raw LLM Responses

Response: Jeopardy! was created by
Merv Griffin and first aired in 1964,
while Wheel of Fortune was also
created by Merv Griffin and first aired
in 1975. Therefore, Jeopardy! is older
than Wheel of Fortune.

Step 1. Generate completions from an LLM (e.g. using QA pairs or text completions)

JOHNS HOPKINS
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Step 2: Synthesize Dataset by Filtering

Prompt Dataset

High-quality subset of
pre-training corpus

Prompt: Which is older jeopardy

or wheel of fortune? 3 ||

2

Preference Dataset for Quoting

Step 1: Sample
muIti:;Ie respo':\ses % Measure quoting . )
via efficient Prompt: Which is older jeopardy or wheel of fortune?
membership testing

Raw LLM Responses

Response: Jeopardy! (Wasicreated by
Merv Griffin and first aired in 1964,

Chosen Response: Jeopardy! iESGeaaIbyINSRAGHR RSl
v v ENBe4, whi'c R R T
) 6 ©

first aired in 19758 €refore, Jeopardy! is older than Wheel of Fortune.

ile Wheel of Fortune was also.
Whﬂe_ oo > QUIP: 31.4, length: 66
: : Step 2: Constructin \
in 1975h-\r731t‘10rfi, Jg(lépardy! is older pre':erence data viag Rejected Response: Jeopardy! Wasicreatedini964byiMerv Griffin, '.z
than Wheel ot Fortune. - while Wheel of Fortun@ivas createdinmio/sibyiMery Griffin and Roy i

k-by-quot
rankhy-quoting Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

X QUIP: 1.99, length: 60

Step 2. We can construct a preference dataset by ranking generations by the amount of quoting
(QUIP-Score; Weller et al., EACL 2024)

= JOHNS HOPKINS
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Step 3: Making the model prefer more quoting!

Pre-trained Quote-
]
LLM Step 3: Pref tuned LLM
ep 3: Preference
Prompt Dataset . .
High-quality subset of a Optimization “ a ”

pre-training corpus
Prompt: Which is older jeopardy ‘ OAO F > ‘ OAO r
\p‘-

or wheel of fortune? —
3 =%
2 Preference Dataset for Quoting
Step 1: Sample 0.0 M i
Itiol A easure quoting o ‘
multiple responses w via efficient Prompt: Which is older jeopardy or wheel of fortune?

membership testing

Raw LLM Responses
Chosen Response: Jeopardy! Wasicreated by M Griffinand firstaired!

Response: Jeopardy! [Wasicteated byl v Vv % 964, while

Merv Griffin and first aired in 1964, ) © first aired in 19758 €refore, Jeopardy! is older than Wheel of Fortune.

QUIP: 31.4, length: 66

Rejected Response: Jeopardy! Wasicreatedinilo64byiMerv Griffin, =

while Wheel of Fortune was also
created by Merv Griffin and first aired
Step 2: Constructing

in 19758 R@refore, Jeopardy! is older

than Wheel of Fortune. e by-auoting | While Wheel of Fortungtas GreatedinMO7SbyaMr Giriffin and Roy |
Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

X QUIP: 1.99, length: 60

\ 4

Step 3. Tune a model to prefer more quotes with dlirect preference optimization (DPO)!

oy JOHNS HOPKINS
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Quote-Tuning significantly increases amount of quoting

I
sparse quotes

Z

Question: Who won the most MVP awards in the NBA? // QuUIP

LLAMA2-7B-CHAT: [iéBfon James has won thelfiost XBA MVP awards with 4 3.9
championships, followed ¢losely by Bill Russell with'5 MVP awards and 11 cham-

pionships. Michael P winners with 6 championships
and 5 MVP awards.

awards in the National Bagketball Association (NBA) is Kareeim AbdulJabbar, who has
won the award a record six times during his career with the Milwaukee Bucks and the
Los Angeles Lakets: Abclul-Jabbat playcd in the NBA ffom 1969 to/1989 andis widely
considered one of the greatest basketball players of all time. ™~/

A4
generation is densely quoted!

=
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Same Quality, More Quoting!

60

50

40

30

20

10

50.4
34.9
i

Llama2-7B-Chat +According-To +Best of 32 Re-Ranking k+

54-5

Quote TuningJ

24.2

m QUIP mRouge-L

You can obtain models that provide more quoted responses,

without losing accuracy.

12



Quote-Tuning improves truthfulness

Model Truthfulness
4.2
Truthful 2 -

Truthful x Informative

0 20 40 60 80 100
H Llama2-7B-Chat ®+Quote Tuning

G JOHINS HOPKINS Dataset: TruthfulQA (Lin et al., 2021)

13



Summary and Future Directions

= LLMs can be aligned to quote from known sources observed in their pre-training data
= Quoting makes the verifiability question trivial

= Open questions and future directions:
o How do we incentivize quoting when it matters?
o How to ensure long, contiguous quotes?
o How to generalize to reasoning problems, and more general settings?
O ...

‘rﬁ JOHNS HOPKINS
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Questions?

n =y <-link to preprint




