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Motivation
- Generating diverse and high-quality 3D objects is an important task.
- Challenging due to the lack of 3D data:

Dataset name size annotation feature

2D dataset LAION 5B Image-text pair Filtered with CLIP

3D dataset 

ShapeNet 51K Class name Clean and aligned, can be 
directly used for training

Objaverse-XL 10M No annotation Noisy, not aligned

Random samples of “dog” from the Objaverse dataset.



Related work
- 2D-lifting methods:

- Pro: using 2D image diffusion models, no needs for 3D data
- Cons: 

- Slow: optimization process
- Janus problem (multi face problem)

- Directly train 3D generative model on clean data (proprietary data):
- Pros: 

- Fast in 3D generation
- More accurate 3D geometry consistency

- Cons: 
- Single/few class generation
- Lack of diversity
- Hard to scale up (needs considerable efforts to collect 

and clean data)

DreamFusion suffers from the 
Janus problem

Shap-E from OpenAI is trained 
on extensive proprietary data: is 
costly to obtain, requires huge 
efforts to further enhance data 

quality



Method
- Can we directly train a 3D generative model on massive noisy and not-aligned ‘in-the-wild’ 3D data 

such as Objaverse-XL?

“A statue of a black dog”

Challenges:
- Training directly on non-aligned data is challenging and may result in non-convergence.
- There is no consensus on 3D data representation or network architecture that can efficiently 

handle high-dimensional 3D data.



Method

- NeRF is used to represent 3D objects.
- Tri-plane features enable the use of a 2D diffusion architecture.
- An iterative optimization process in the diffusion step explicitly estimates the pose and quality 

of the 3D data based on the conditional density.
- We disentangle the 3D geometry and 2D color of the object, modeling them hierarchically 

with two separate diffusion models.



Method

NeRF generation from disentangled 
tri-plane representation:

fg and fc: tri-planes 
ri : rays
y: ground- truth pixel RGB

Disentangled tri-plane generation:



Method
Training with noisy and unaligned data:

We explicitly model the 3D rotation angle of an object as 
θ = {θμ, θσ}

We consider θ as a hidden variable and propose an iterative 
optimization process.

Update θ :

Then，update φ via back-propagation if

We consider θ as a hidden variable and estimate it based on 
the based on the conditional density.



Experiments
- Single-class 3D generation

EG3D

SSDNeRF

Ours



Experiments
- Direct text-to-3D generation

Prompts from 
Shap-E

Prompts from 
DreamFusion

complex objects



Experiments
- Using Ours as 3D prior to improve 2D-lifting optimization-based methods 

(to solve multi-face problem)



Experiments
- Using Ours as 3D prior to improve 2D-lifting optimization-based methods 

(to solve multi-face problem)



Experiments
- Quantitative comparison on text-to-3D



Experiments
- Ablation of Automatic Alignment and Cleaning (AAC)



Experiments
- Ablation of disentanglement



Experiments
- Ablation of prompt enrichment



Experiments
- More results

“a Wall-E” “an astronaut 
wearing a colorful 
spacesuit”

“a Transformed 
Bumblebee robot with 
intricate body details”

“an french throne 
chair”

“a voxelized cupcake 
made with LEGO”

“a biplane with yellow 
wings”

“a red convertible car 
with the top down” “a batman mask”
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