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Impressive Diffusion Models

3D-DST – Diffusion Models

DALL·E 3
“A 2D animation of a fold music band composed

of anthropomorphic autumn leaves.”

Stable Diffusion XL
“A capybara made of lego sitting

in a realistic, natural field.”



Diffusion Model Applications

3D-DST – Diffusion Models

Character Reference “cref” Image Editing



Synthetic Data for Better Recognition

3D-DST – Synthetic Data for Better Recognition

COCO

Omni3DObjectNet3D



Synthetic Data for Image Classification

3D-DST – Synthetic Data for Better Recognition

[1] He et al. Is synthetic data from generative models ready for image recognition? In ICLR, 2023.



Synthetic Data for Image Classification

3D-DST – Synthetic Data for Better Recognition

[1] Azizi et al. Synthetic data from diffusion models improves ImageNet classification. In TMLR, 2023.



Synthetic Data for Segmentation

3D-DST – Synthetic Data for Better Recognition

[1] Nguyen et al. Dataset diffusion: Diffusion-based synthetic dataset generation for pixel-level semantic 
segmentation. In NeurIPS, 2023.



Synthetic Data with 3D Ground Truth
We are also interested in synthetic data with 3D ground truth such as 3D viewpoint, 3D location, object shape, 
object depth, etc.

3D-DST – Synthetic Data with 3D Ground Truth



Synthetic Data with 3D Ground Truth

3D-DST – Synthetic Data with 3D Ground Truth

I. NeMo models II. Ego/Exo-centric video 
understanding

III. General
purpose AI

We are also interested in synthetic data with 3D ground truth such as 3D viewpoint, 3D location, object shape, 
object depth, etc.



Synthetic Data with 3D Ground Truth

3D-DST – Synthetic Data with 3D Ground Truth



Standard Diffusion Model

3D-DST – Conditional Generation

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising

Credit: CVPR 2022 Tutorial on diffusion models: link.

https://cvpr2022-tutorial-diffusion-models.github.io/


Standard Diffusion Model

3D-DST – Conditional Generation

During generation, we gradually denoise the latent with an iterative process.

Here 𝜖𝜖 is often modeled with a trainable network with U-Net architecture.



During generation, we gradually denoise the latent with an iterative process.

Here 𝜖𝜖 is often modeled with a trainable network with U-Net architecture.

To generate images with desired contents, we add text-conditioning with
cross-attention layers.

Standard Diffusion Model

3D-DST – Conditional Generation



Text Conditioning

3D-DST – Conditional Generation

To generate images with desired contents, we add text-conditioning with
cross-attention layers.

Visual Latent

Text Features



Visual Conditioning

3D-DST – Conditional Generation

Furthermore, ControlNet adds visual conditioning to text-
to-image diffusion models by adding visual features via 
zero convolutions (layers initialized with zero weights).

The advantage is that the base text-to-image diffusion 
model is fixed, and we achieve various visual 
conditioning by training only an adapter on top of the 
large pretrained diffusion model.

[1] Zhang et al. Adding conditional control to text-to-image diffusion models. In ICCV, 2023.



ControlNet

3D-DST – Conditional Generation

[1] Zhang et al. Adding conditional control to text-to-image diffusion models. In ICCV, 2023.



ControlNet

3D-DST – Conditional Generation

[1] Zhang et al. Adding conditional control to text-to-image diffusion models. In ICCV, 2023.



LooseControl

3D-DST – Conditional Generation

[1] Bhat et al. LooseControl: Lifting ControlNet for generalized depth conditioning. Preprint.
Figure credit: Olaf Dünkel.



3D Words

3D-DST – Conditional Generation

[1] Cheng et al. Learning continuous 3D words for text-to-image generation. Preprint.



Synthetic Data with 3D Ground Truth

3D-DST – Synthetic Data with 3D Ground Truth



Diverse Prompt Generation with LLMs
Diverse prompts improve the realism and diversity of the 
synthetic images. Models trained on such images are 
found to be more robust.

3D-DST – Our Method

A photo of jet airliner parked
in front of the terminal building

at Kawaihae, Kauai

1. Keywords from
ShapeNet / Objaverse

2. Class name
3. LLM generation



Our 3D-DST

3D-DST – Our Method



Removing Biases in Object Viewpoints
Viewpoint distribution of cars and buses from 
synthetic images generated by a text-to-image 
diffusion model and our 3D-DST.

3D-DST – Our Method



Analyzing 3D Consistencies

3D-DST – Our Method



Analyzing 3D Consistencies
Human evaluation on the consistencies of 3D 
viewpoints show that about 75% of the images 
produced by our 3D-DST model have correct 3D 
annotations for downstream training.

3D-DST – Our Method



Failure Modes
Failure models such as guitars (top) from side view 
and taxi cabs (bottom) from bottom view.

3D-DST – Our Method



K-Fold Consistency Filter (KCF)

3D-DST – Our Method
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K-Fold Consistency Filter (KCF)
With KCF we can increase the success rate of our 3D-
DST model by around 6%.

• School bus: 70% to 80%

• Guitar: 66% to 76%

• Taxi: 86% to 89%

3D-DST – Our Method



K-Fold Consistency Filter (KCF)

The pose estimators are not robust. 

3D-DST – Our Method



Main Results
• Classification on ImageNet-100 and ImageNet-R.

• 3D pose estimation on PASCAL3D+ and OOD-CV.

• 3D object detection on Omni3D.

• Ablation study on image generation.

3D-DST – Results
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Main Results
• Classification on ImageNet-100 and ImageNet-R.
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Code & Data Release
• Code:

﹘ Synthetic data rendering and generation

﹘ Prompt completion with LLM

﹘ K-fold consistency filtering (KCF)

• Dataset:

﹘ DST data for image classification

﹘ DST data for pose estimation

﹘ Aligned 3D models for each category

3D-DST – Code and Data Release



Future Work
3D-DST for animals.

1. 3D consistency?

2. SMAL consistency?

3. Background and foreground diversity

3D-DST – Future Work

Figure credit: Jiawei Peng.



Future Work
3D-DST for OOD robustness evaluation.

1. Evaluating OOD robustness to snow, rain, fog, etc.

2. Continuous “sliders”

3D-DST – Future Work

[1] Gandikota et al. Concept sliders: LoRA adapters for precise control in diffusion models. Preprint.



Future Work
3D-DST for multi-category multi-object scenes.

1. Broader applications

2. 3D consistency

3. Temporal consistency

3D-DST – Future Work

[1] Avetisyan et al. SceneScript: Reconstructing scenes with an autoregressive structured language model. 
Preprint.
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