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Overview

●DDPM is an image-generation model
○Generating images
○ Sampling images from a simple prior
○Modeling the distribution of the data X of interest
○ Computing the probability of data p(x), x is an image

●In contrast to:
○ Discriminative models that models p(y | x)
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Training: Denoising to Get the Output



Training: Denoising to Get the Output

recall #1
Denoising Autoencoder



Inference: Iterative Denoising
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Forward Pass
(Diffusion Pass)



Reverse Pass
(Generation Pass)



Forward and Reverse Pass



Forward and Reverse Pass



Optimization: Variational Lower Bound
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https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://arxiv.org/abs/2006.11239


Training: Denoising to Get the Output



Two theories, One approach

●Variational Lower Bound
○Sohl-Dickstein et al, ICML 2015 – “Diffusion”
○Ho et al, NeurIPS 2020

●Denoising Score Matching
○Song and Ermon, NeurIPS 2019
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Two theories, One approach

●Variational Lower Bound
○Sohl-Dickstein et al, ICML 2015 – “Diffusion”
○Ho et al, NeurIPS 2020 - DDPM

●Denoising Score Matching
○Song and Ermon, NeurIPS 2019 – “NCSN”, Langevin dynamics



Why is DDPM Taking Over?

●An image-to-image formulation: U-Net + Transformer
●Stable training: MSE
●Can be analytically evaluated
●Able to fit large-scale, complex dataset
●……
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Classifier Guidance

Dhariwal and Nichol, “Diffusion Models Beat GANs on Image Synthesis”, NeurIPS 2021



Classifier Guidance

Nichol et al, “GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models”, ICML 2022



Classifier-Free Guidance

Ho and Salisman, “Classifier-Free Diffusion Guidance”, NeurIPS Workshop 



Latent Diffusion



What I didn’t mention

●Faster sampling (DDIM)
●Inversion, interpolation and image editing
●Progress in architecture design
●Text-to-image generation
●Scaling up model, data, resolution
●2D-to-3D generation
●3D model generation
●Diffusion model for recognition
●……



Recent Progresses on Diffusion Models



Diffusion Models for Image Generation

Ho, Jonathan, Ajay Jain, and Pieter Abbeel. "Denoising diffusion probabilistic models.", NeurIPS 2020 

P(X)



Text-to-Image Diffusion Models

P(X | T)



DALL-E 2



Compositionality

An astronaut riding a horse in 
photorealistic style.



Compositionality

An astronaut riding a horse in 
photorealistic style.



A dog looking curiously in 
the mirror, seeing a cat.

Compositionality



A majestic oil painting of a 
raccoon Queen wearing red 
French royal gown. The 
painting is hanging on an 
ornate wall decorated with 
wallpaper.

Compositionality



However
Bad at spatial positions:

A red ball on top of a blue pyramid with the pyramid behind a 
car that is above a toaster. 



However
Bad at counting:

A red ball on top of a blue pyramid with the pyramid behind a 
car that is above a toaster. 



However
more examples in

Marcus, Gary, Ernest Davis, and Scott Aaronson. "A very 
preliminary analysis of DALL-E 2." arXiv 2204.13807 



More Conditions: ControlNet

Zhang, Lvmin, and Maneesh Agrawala. "Adding conditional control to text-to-image diffusion models." arXiv preprint arXiv:2302.05543 (2023).



Edge



Pose



Depth: Involving 3D information



Subject-Driven Generation

Given a few of images (3~5) of one object, generate more images of this object
We are familiar with class-driven and text-driven generation

different styles

“An Image is Worth One Word: Personalizing Text-to-Image Generation using Textual Inversion”



Subject-Driven Generation

Given a few of images (3~5) of one object, generate more images of this object
We are familiar with class-driven and text-driven generation

different scenes and poses

“DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation”



Subject-Driven Generation

different scenes and perspective



Image Editing

Editing the images with different text inputs, without changing the overall structure

“Prompt-to-Prompt Image Editing with Cross Attention Control”



Image Editing

Editing the images with different text inputs, without changing the overall structure







InstructPix2Pix
Instruction Based Image Editing

Brooks, Tim, Aleksander Holynski, and Alexei A. Efros. "Instructpix2pix: Learning to follow image editing instructions." arXiv preprint arXiv:2211.09800 (2022).



Diffusion Model as One Classifier

Li, Alexander C., et al. "Your Diffusion Model is Secretly a Zero-Shot Classifier." arXiv preprint arXiv:2303.16203



Diffusion Model as One Classifier

Li, Alexander C., et al. "Your Diffusion Model is Secretly a Zero-Shot Classifier." arXiv preprint arXiv:2303.16203
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