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Abstract. Partitioning is a fundamental problem in diverse fields of study such as knowledge discovery, data mining, image segmentation and grouping. The min-cut bipartitioning problem is a fundamental graph partitioning problem and is NP-Complete. In this paper, we present an effective multi-level algorithm based on simulated annealing for bisecting graph. The success of our algorithm relies on exploiting both the simulated annealing procedure and the concept of the graph core. Our experimental evaluations on 18 different graphs show that our algorithm produces encouraging solutions compared with those produced by MeTiS that is a state-of-the-art partitioner in the literature.

1 Introduction

Partitioning is a fundamental problem with extensive applications to many areas using a graph model, including VLSI design [1], knowledge discovery [2], data mining [3, 4], image segmentation and grouping [5, 6]. For example, inspired by spectral graph theory, Shi and Malik [6] formulate visual grouping as a graph partitioning problem. The nodes of the graph are image pixels. The edges between two nodes correspond to the strength with which these two nodes belong to one group. In image segmentation, the weights on the edges of the graph corresponds to how much two pixels agree in brightness, color, etc. Intuitively, the criterion for partitioning the graph will be to minimize the sum of weights of connections across the groups and maximize the sum of weights of connections within the groups. The min-cut bipartitioning problem is a fundamental partitioning problem and is NP-Complete [7]. The survey by Alpert and Kahng [11] provides a detailed description and comparison of various such schemes which can be classified as move-based approaches, geometric representations, combinatorial formulations, and clustering approaches.

Most existing partitioning algorithms are heuristics in nature and they seek to obtain reasonably good solutions in a reasonable amount of time. Kernighan and Lin (KL) [8] proposed a heuristic algorithm for partitioning graphs. The KL algorithm is an iterative improvement algorithm that consists of making several improvement passes. It starts with an initial bipartitioning and tries to
improve it by every pass. A pass consists of the identification of two subsets of vertices, one from each part such that can lead to an improved partitioning if the vertices in the two subsets switch sides. Fiduccia and Mattheyes (FM) \cite{9} proposed a fast heuristic algorithm for bisecting a weighted graph by introducing the concept of cell \textit{gain} into the KL algorithm. These algorithms belong to the class of \textit{move-based} approaches in which the solution is built iteratively from an initial solution by applying a move or transformation to the current solution. Move-based approaches are the most frequently combined with stochastic hill-descending algorithms such as those based on Tabu Search\cite{10,11}, Genetic Algorithms \cite{12}, Neural Networks \cite{13}, Ant Colony Optimization \cite{14}, Particle Swarm Optimization \cite{15}, Swarm Intelligence \cite{16} etc., which allow movements towards solutions worse than the current one in order to escape from local minima.

As the problem sizes reach new levels of complexity, a new class of graph partitioning algorithms have been developed that are based on the multi-level paradigm. The multi-level graph partitioning schemes consist of three phases \cite{17,18,19}. The \textit{coarsening phase} is to reduce the size of the graph by collapsing vertex and edge until its size is smaller than a given threshold. The \textit{initial partitioning phase} is to compute initial partition of the coarsest graph. The \textit{un-coarsening phase} is to project successively the partition of the smaller graph back to the next level finer graph while applying an iterative refinement algorithm.

In this paper, we present a multi-level algorithm which integrates a new simulated annealing-based refinement approach and an effective matching-based coarsening scheme. Our work is motivated by the multi-level refined mixed simulated annealing and tabu search algorithm(MLrMSATS) of Gil which can be considered as a hybrid heuristic with additional elements of a tabu search in a simulated annealing algorithm for refining the partitioning in \cite{20} and Karypis who introduces the concept of the graph \textit{core} for coarsening the graph in \cite{21} and supplies MeTiS \cite{17}, distributed as open source software package for partitioning unstructured graphs. We test our algorithm on 18 graphs that are converted from the hypergraphs of the ISPD98 benchmark suite \cite{22}. Our comparative experiments show that our algorithm produces excellent partitions that are better than those produced by MeTiS in a reasonable time.

The rest of the paper is organized as follows. Section 2 provides some definitions and describes the notation used throughout the paper. Section 3 describes the motivation behind our algorithm. Section 4 presents an effective multi-level simulated annealing refinement algorithm. Section 5 experimentally evaluates our algorithm and compares it with MeTiS. Finally, Section 6 provides some concluding remarks and indicates the directions for further research.

## 2 Mathematical Description

A graph $G=(V,E)$ consists of a set of vertices $V$ and a set of edges $E$ such that each edge is a subset of two vertices in $V$. Throughout this paper, $n$ and $m$ denote the number of vertices and edges respectively. The vertices are numbered from 1 to $n$ and each vertex $v \in V$ has an integer weight $S(v)$. The edges are numbered
from 1 to $m$ and each edge $e \in E$ has an integer weight $W(e)$. A decomposition of a graph $V$ into two disjoint subsets $V^1$ and $V^2$, such that $V^1 \cup V^2 = V$ and $V^1 \cap V^2 = \emptyset$, is called a bipartitioning of $V$. Let $S(A) = \sum_{v \in A} S(v)$ denotes the size of a subset $A \subseteq V$. Let $ID_v$ be denoted as $v$’s internal degree and is equal to the sum of the edge-weights of the adjacent vertices of $v$ that are in the same side of the partitioning as $v$, and $v$’s external degree denoted by $ED_v$ is equal to the sum of edge-weights of the adjacent vertices of $v$ that are in different sides. The cut of a bipartitioning $P = \{V^1, V^2\}$ is the sum of weights of edges which contain two vertices in $V^1$ and $V^2$ respectively. Naturally, vertex $v$ belongs at the boundary if and only if $ED_v > 0$ and the cut of $P$ is also equal to $0.5 \sum_{v \in V} ED_v$.

Given a balance constraint $b$, the min-cut bipartitioning problem seeks a solution $P = \{V^1, V^2\}$ that minimizes $cut(P)$ subject to $(1-b)S(V)/2 \leq S(V^1), S(V^2) \leq (1+b)S(V)/2$. A bipartitioning is bisection if $b$ is as small as possible. The task of minimizing $cut(P)$ can be considered as the objective and the requirement that solution $P$ will be of the same size can be considered as the constraint.

3 Motivation

Simulated annealing belongs to the probabilistic and iterative class of algorithms. It is a combinatorial optimization technique that is analogous to the annealing process used for metals [22]. The metal is heated to a very high temperature, so the atoms gain enough energy to break chemical bonds and become free to move. The metal is then carefully cooled down so that its atoms crystallize into high ordered state. In simulated annealing, the combinatorial optimization cost function is analogous to the energy $E(s)$ of a system in state $s$ which must be minimized to achieve a stable system.

The main idea of simulated annealing is as follows: Starting from an initial configuration, different configurations of the system states are generated at random. A perturbation of a system state consists of reconfiguring the system from its current state to a next state within a neighborhood of the solution space. The change in energy cost between the two configurations is determined and used to compute the probability $p$ of the system moving from the present state to the next. The probability $p$ is given by $\exp(-\frac{\Delta E}{T})$, where $\Delta E$ is the increase in the energy cost and $T$ is the temperature of the system. If $\Delta E$ is negative, then the change in state is always accepted. If not, then a random number $r$ between 0 and 1 is generated and the new state of the system is accepted if $r \leq p$, else the system is returned to its original state. Initially, the temperature is high meaning that a large number of perturbations are accepted. The temperature is reduced gradually according to a cooling schedule, while allowing the system to reach equilibrium at each temperature through the cooling process.

In [23], Gil proposed the refinement of mixed simulated annealing and tabu search algorithm(RMSATS) that allows the search process to escape from local minima by the simulated annealing procedure, while simultaneously the occurrence of cycles is prevented by a simple tabu search strategy. At each iteration of
RMSATS, the hybrid heuristic strategy is used to obtain a new partitioning \( \bar{s} \) in the neighbourhood, \( N(s) \), of the current partitioning \( s \) through moving vertex \( v \) to the other side of the partitioning \( s \). Every feasible partitioning, \( \bar{s} \in N(s) \), is evaluated according to the cost function \( c(\bar{s}) \) to be optimized, thus determining a change in the value of the cost function, \( c(\bar{s}) - c(s) \). The problem with local search techniques and hill climbing is that the searching may stop at local optimum. In order to overcome this drawback and reach the global optimum, RMSATS must sometimes accept the worse partitioning to jump out from a local optimum. Therefore, admissible moves are applied to the current partitioning allowing transitions that increase the cost function as in simulated annealing. When a move increasing the cost function is accepted, the reverse move should be forbidden during some iterations in order to avoid cycling, as in tabu search. In [20], Gil presents the MlrMSATS approach that is enhancement of the RMSATS algorithm with the multi-level paradigm and uses the RMSATS algorithm during the uncoarsening and refinement phase to improve the quality of the finer graph \( G_i(V_i,E_i) \) partitioning \( P_{G_i} = \{V^1_i, V^2_i\} \) which is projected from the partitioning \( P_{G_{i+1}} = \{V^1_{i+1}, V^2_{i+1}\} \) of the coarser graph \( G_{i+1}(V_{i+1},E_{i+1}) \).

In this paper, we present a new multi-level simulated annealing refinement algorithm (MLSAR) that combines the simulated annealing procedure with a boundary refinement policy. It has distinguishing features which are different from the MlrMSATS algorithm. First, MLSAR introduces the conception of move-direction to maintain the balance constraint of a new partitioning \( \bar{s} \). Second, MLSAR defines \( c(\bar{s}) = \text{cut}(\bar{s}) \) and exploits the concept of gain to fast the computation of \( c(\bar{s}) - c(s) \) that is computed by \( ED(v) - ID(v) \), where the vertex \( v \) is chosen to move to the other side of the partitioning \( s \). MLSAR also uses two buckets with the last-in first-out (LIFO) scheme to fast storage and update the gains of boundary vertices of two sides and facilitate retrieval the highest-gain vertex. Finally, MLSAR doesn’t select vertex \( v \) to move at random in boundary vertices as in MlrMSATS, but always chooses to move a highest-gain vertex \( v \) from the larger side of the partitioning. It is important for simulated annealing to strengthen its effectiveness and achieve significant speedups for high quality solutions with well-designed heuristics and properly move generation strategy.

In [17], Karypis presents the sorted heavy-edge matching (SHEM) algorithm that identifies and collapses together groups of vertices that are highly connected. Firstly, SHEM sorts the vertices of the graph ascendingly based on the degree of the vertices. Next, the vertices are visited in this order and SHEM matches the vertex \( v \) with unmatched vertex \( u \) such that the weight of the edge \( W(v,u) \) is maximum over all incident edges. In [19], Amine and Karypis introduce the concept of the graph core for coarsening the power-law graphs. In [14], Leng and Yu present the core-sorted heavy-edge matching (CSHEM) algorithm that combines the concept of the graph core with the SHEM scheme. Firstly, CSHEM sorts the vertices of the graph descendingly based on the core number of the vertices by the algorithm in [21]. Next, the vertices are visited in this order and CSHEM matches the vertex \( v \) with its unmatched neighboring vertex whose edge-weight is maximum.
In our multi-level algorithm, we adopt the MLSAR algorithm during the refinement phase and an effective matching-based coarsening scheme during the coarsening phase that uses the CSHEM algorithm on the original graph and the SHEM algorithm on the coarser graphs. The pseudocode of our multi-level algorithm is shown in Algorithm 1.

**Algorithm 1 (our multi-level algorithm)**

**INPUT:** original graph $G(V,E)$  
**OUTPUT:** the partitioning $P_G$ of graph $G$  
/*coarsening phase*/  
$l = 0$  
$G_l(V_l,E_l)=G(V,E)$  
$G_{l+1}(V_{l+1},E_{l+1})=$CSHEM($G_l(V_l,E_l)$)  
While ($|V_{l+1}| > 20$) do  
\hspace{1cm} $l = l + 1$  
\hspace{1cm} $G_{l+1}(V_{l+1},E_{l+1})=$SHEM($G_l(V_l,E_l)$)  
End While  
/*initial partitioning phase*/  
$P_{G_l}=$GGGP($G_l$)  
/*refinement phase*/  
While ($l \geq 1$) do  
\hspace{1cm} $P_G'=$MLSAR($G_l,P_{G_l}$)  
\hspace{1cm} Project $P_G'$ to $P_{G_{l-1}}$;  
\hspace{1cm} $l = l - 1$  
End While  
$P_G=$MLSAR($G_l,P_{G_l}$)  
Return $P_G$

4 An Effective Multi-level Simulated Annealing Refinement Algorithm

Informally, the MLSAR algorithm works as follows: At cycle zero, an initialization phase takes place during which the initial partitioning $Q$ is projected from the partitioning $P_{G_{l+1}}$ of the coarser graph $G_{l+1}$, the Markov chain length $L$ is set to be the number of vertices of the current level graph $G_l$, the internal and external degrees of all vertices are computed and etc. The main structure of MLSAR consists of a nested loop. The outer loop detects the frozen condition by an appropriate termination criterion whether the current temperature $T_k$ is less than final temperature; the inner loop determines whether a thermal equilibrium at temperature $T_k$ is reached by using the following criterions: The number of attempted moves exceeds $L$, or the bucket of the start side of the move-direction is empty. In the inner loop of the MLSAR algorithm, a neighbor of the current partitioning $P$ is generated by selecting the vertex $v$ with the highest gain from the larger side of the partitioning $P$ and performing the move according to the
following rule: The move is certainly accepted if it improves \( \text{cut}(P) \), or probabilistically accepted according to a random number uniformly distributed on the interval \([0,1]\). In the latter case, if the acceptance test is negative then no move is performed, and the current partitioning \( P \) is left unchanged. The pseudocode of MLSAR is shown in Algorithm 2. The cycles counter is denoted by \( k \) and \( L \) represents the Markov chain length. Let \( \text{Best} \) be the best partitioning seen so far and \( P \) be the current partitioning. At cycle \( k \), \( T_k \) represents the current temperature and the counter of neighbors sampled is denoted by \( L_k \).

**Algorithm 2 (MLSAR)**

INPUT: initial bipartitioning \( Q \), balance constraint \( b \), attenuation rate \( \alpha \)  
initial temperature \( T_i \), final temperature \( T_f \)  
OUTPUT: the best partitioning \( \text{Best} \), cut of the best partitioning \( \text{cut}(\text{Best}) \)

MLSAR(

/* Initialization*/

\( k = 0 \)

\( T_k = T_i \)

Set current partition \( P = Q \);

Set the best partition \( \text{Best} = Q \);

Set Markov chain length \( L = |V| \);

For every vertex \( v \) in \( G = (V, E) \) do

\[
ID_v = \sum_{(v,u) \in E \land P[u] = P[v]} W(v,u)
\]

\[
ED_v = \sum_{(v,u) \in E \land P[v] \neq P[u]} W(v,u)
\]

Store \( v \) in boundary hash-table if and only if \( ED_v > 0 \);

End For

/* Main loop*/

While \( T_k \geq T_f \) do

\( L_k = 1 \)

Compute the gains of boundary vertices of two sides;

Insert the gains of boundary vertices of two sides in buckets respectively;

While \( L_k \leq L \) do

Decide the move-direction of the current move;

If (the bucket of the start side of the move-direction is empty) then

Break;

Else

Select the vertex \( v \) with the highest gain in the bucket;

Designate the vertex \( v \) as tabu status by inserting \( v \) in tabu list;

If \( (\text{random}(0,1) \leq \min(1, \exp(\frac{\text{ED}_v - \text{ID}_v}{2 \times \text{cut}(Q) \times T_k})) \) then

\( L_k = L_k + 1 \)

Update \( P \) by moving the vertex \( v \) to the other side;

original \( \text{cut} \) Minus its original gain as the \( \text{cut} \) of new partition \( P \);

Update the internal and external degrees of its neighboring vertices;

Update the gains of its neighboring vertices in two buckets;

Update boundary status of its neighboring vertices in boundary hash-table;
If (the cut is minimum and satisfies balance constraint $b$) then

   Best = $P$
   Record roll back point;
   Record new cut minimum;

End If /* cut is minimum*/

End If /* $r \leq p$*/

End If /* the bucket is empty*/

End While /* thermal equilibrium $L_k \leq L^*$*/

Roll back to minimum cut point by undoing all moves and updating the internal and external degrees and boundary hash-table;

Empty the tabu list and two buckets;

$$T_{(k+1)} = \alpha \times T_k$$

$$k = k + 1$$

End While /* frozen criterion $T_k \geq T_f^*$*/

Return Best and cut(Best)

The MLSAR algorithm uses a tabu list, which is a short-term memory of moves that are forbidden to execute, to avoid cycling near local optimum and to enable moves towards worse solutions, as in the MLrMSATS algorithm. In the terminology of tabu search [25], the MLSAR strategy is a simple form of tabu restriction without aspiration criterion whose prohibition period is fixed at $|V_i|$. Because the MLSAR algorithm aggressively selects the best admissible vertex based on the tabu restriction, it must examine and compare a number of boundary vertices by the bucket that allows to storage, retrieval and update the gains of vertices very quickly. It is important to obtain the efficiency of MLSAR by using the bucket with the LIFO scheme, as tabu search memory structure. The internal and external degrees of all vertices, as complementary tabu search memory structures, help MLSAR to facilitate computation of vertex gain and judgement of boundary vertex. We also use a boundary hash-table, as another complementary tabu search memory structure, to store the boundary vertices whose external degree is greater than zero.

During each iteration of MLSAR, the internal and external degrees and gains of all vertices are kept consistent with respect to the current partitioning $P$. This can be done by updating the degrees and gains of the vertex $v$’s neighboring vertices. Of course, the boundary hash-table might change as the current partitioning $P$ changes. For example, due to a move in an other boundary vertex, a boundary vertex would no longer be such a boundary vertex and should be removed from the boundary hash-table. Furthermore, a no-boundary vertex can become such a vertex if it is connected to a boundary vertex which is moved to the other side and should be inserted in the boundary hash-table.

5 Experimental Results

We use the 18 graphs in our experiments that are converted from the hypergraphs of the ISPD98 benchmark suite [21] and range from 12,752 to 210,613 vertices.
Table 1. The characteristics of 18 graphs to evaluate our algorithm

<table>
<thead>
<tr>
<th>benchmark</th>
<th>vertices</th>
<th>hyperedges</th>
<th>edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>ibm01</td>
<td>12752</td>
<td>14111</td>
<td>109183</td>
</tr>
<tr>
<td>ibm02</td>
<td>19601</td>
<td>19584</td>
<td>343409</td>
</tr>
<tr>
<td>ibm03</td>
<td>23136</td>
<td>27401</td>
<td>206069</td>
</tr>
<tr>
<td>ibm04</td>
<td>27507</td>
<td>31970</td>
<td>220423</td>
</tr>
<tr>
<td>ibm05</td>
<td>29347</td>
<td>28446</td>
<td>349676</td>
</tr>
<tr>
<td>ibm06</td>
<td>32498</td>
<td>34826</td>
<td>321308</td>
</tr>
<tr>
<td>ibm07</td>
<td>45926</td>
<td>48117</td>
<td>373328</td>
</tr>
<tr>
<td>ibm08</td>
<td>51309</td>
<td>50513</td>
<td>732550</td>
</tr>
<tr>
<td>ibm09</td>
<td>53395</td>
<td>60902</td>
<td>478777</td>
</tr>
<tr>
<td>ibm10</td>
<td>69429</td>
<td>75196</td>
<td>707969</td>
</tr>
<tr>
<td>ibm11</td>
<td>70558</td>
<td>81454</td>
<td>508442</td>
</tr>
<tr>
<td>ibm12</td>
<td>71076</td>
<td>77240</td>
<td>748371</td>
</tr>
<tr>
<td>ibm13</td>
<td>84199</td>
<td>99666</td>
<td>744500</td>
</tr>
<tr>
<td>ibm14</td>
<td>147605</td>
<td>152772</td>
<td>1125147</td>
</tr>
<tr>
<td>ibm15</td>
<td>161570</td>
<td>186608</td>
<td>1751474</td>
</tr>
<tr>
<td>ibm16</td>
<td>183484</td>
<td>190048</td>
<td>1923995</td>
</tr>
<tr>
<td>ibm17</td>
<td>185495</td>
<td>189581</td>
<td>2235716</td>
</tr>
<tr>
<td>ibm18</td>
<td>210613</td>
<td>201920</td>
<td>2221860</td>
</tr>
</tbody>
</table>

Each benchmark comes with 3 files, a .net file, a .are file and a .netD file. Each hyperedge is a subset of two or more vertices in hypergraph and is stored in .net file. We convert hyperedges into edges by the rule that every subset of two vertices in hyperedge can be seemed as edge. We create the edge with unit weight if the edge that connects two vertices doesn’t exist, else add unit weight to the weight of the edge. Next, we get the weights of vertices from .are file. Finally, we store 18 edge-weighted and vertex-weighted graphs in format of MeTiS [17]. The characteristics of these graphs are shown in Table 1.

We implement the MLSAR algorithm in ANSI C and integrate it with the leading edge partitioner MeTiS. In the evaluation of our multi-level algorithm, we must make sure that the results produced by our algorithm can be easily compared against those produced by MeTiS. We use the same balance constraint \( b \) and random seed in every comparison. In the scheme choices of three phases offered by MeTiS, we use the SHER algorithm during the coarsening phase, the greedy graph growing partition algorithm during the initial partitioning phase that consistently finds smaller edge-cuts than other algorithms, the boundary KL (BKL) refinement algorithm during the uncoarsening and refinement phase because BKL can produce smaller edge-cuts when coupled with the SHER algorithm. These measures are sufficient to guarantee that our experimental evaluations are not biased in any way.

The quality of partitions is evaluated by looking at two different quality measures, which are the minimum cut (MinCut) and the average cut (AveCut). To ensure the statistical significance of our experimental results, two measures are obtained in twenty runs whose random seed is different to each other. For all
Table 2. Min-cut bipartitioning results with up to 2% deviation from exact bisection benchmark vertices edges Metis(α) our algorithm(β) ratio(β:α) MinCut AveCut MinCut AveCut MinCut AveCut
ibm01 12752 109183 517 1091 354 575 0.685 0.527
ibm02 19601 343409 4268 11076 4208 6858 0.986 0.619
ibm03 23136 206069 10190 12353 6941 8650 0.681 0.700
ibm04 27507 220423 2273 5716 2075 3542 0.913 0.620
ibm05 29347 349676 12093 15058 8300 10222 0.686 0.679
ibm06 32498 321308 7408 13586 3525 8667 0.476 0.638
ibm07 45926 373328 3219 4140 2599 3403 0.807 0.822
ibm08 51309 732550 11980 38180 11226 16788 0.937 0.440
ibm09 53395 478777 2888 4772 2890 3375 1.001 0.707
ibm10 69429 707969 10066 17747 5717 8917 0.568 0.502
ibm11 70558 508442 2452 5095 2376 3446 0.969 0.676
ibm12 71076 748371 12911 27691 11638 16132 0.901 0.583
ibm13 84199 744500 6395 13469 4768 7670 0.746 0.569
ibm14 147605 1125147 8142 12903 8203 9950 1.007 0.771
ibm15 161570 1751474 22525 46187 14505 32700 0.644 0.708
ibm16 183484 1923995 11534 22156 9939 17172 0.862 0.775
ibm17 185495 2235716 16146 26202 14251 17126 0.883 0.654
ibm18 210613 2221860 15470 20018 15430 18248 0.997 0.912
average 0.819 0.661

Fig. 1. The MinCut and AveCut comparisons of two algorithms on 18 graphs
experiments, we use a 49-51 bipartitioning balance constraint by setting $b$ to 0.02. Furthermore, we adopt the experimentally determined optimal set of parameters values for MLSAR, $\alpha=0.9$, $T_i=10.0$, $T_f=0.01$.

Table 2 presents min-cut bipartitioning results allowing up to 2% deviation from exact bisection and Fig. 1 illustrates the MinCut and AveCut comparisons of two algorithms on 18 graphs. As expected, our algorithm reduces the AveCut by 8.8% to 56.0% and reaches 33.9% average AveCut improvement. Although our algorithm produces partitioning whose MinCut is up to 0.7% worse than that of MeTiS on two benchmarks, we still obtain 18.1% average MinCut improvement and between -0.7% and 52.4% improvement in MinCut. All evaluations that twenty runs of two algorithms on 18 graphs are run on an 1800MHz AMD Athlon2200 with 512M memory and can be done in four hours.

6 Conclusions

In this paper, we have presented an effective multi-level algorithm based on simulated annealing. The success of our algorithm relies on exploiting both the simulated annealing procedure and the concept of the graph core. We obtain excellent bipartitioning results compared with those produced by MeTiS. Although it has the ability to find cuts that are lower than the result of MeTiS in a reasonable time, there are several ways in which this algorithm can be improved. For example, we note that adopting the CSHEM algorithm alone leads to poorer experimental results than the combination of CSHEM with SHEM. We need to find the reason behind it and develop a better matching-based coarsening scheme coupled with MLSAR. In the MinCut evaluation of benchmark ibm09 and ibm14, our algorithm is 0.7% worse than MeTiS. Therefore, the second question is to guarantee find good approximate solutions by setting optimal set of parameters values for MLSAR.
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Abstract. Szemerédi’s regularity lemma is a deep result from extremal graph theory which states that every graph can be well-approximated by the union of a constant number of random-like bipartite graphs, called regular pairs. Although the original proof was non-constructive, efficient (i.e., polynomial-time) algorithms have been developed to determine regular partitions for arbitrary graphs. This paper reports a first attempt at applying Szemerédi’s result to computer vision and pattern recognition problems. Motivated by a powerful auxiliary result which, given a partitioned graph, allows one to construct a small reduced graph which inherits many properties of the original one, we develop a two-step pairwise clustering strategy in an attempt to reduce computational costs while preserving satisfactory classification accuracy. Specifically, Szemerédi’s partitioning process is used as a preclustering step to substantially reduce the size of the input graph in a way which takes advantage of the strong notion of edge-density regularity. Clustering is then performed on the reduced graph using standard algorithms and the solutions obtained are then mapped back into the original graph to create the final groups. Experimental results conducted on standard benchmark datasets from the UCI machine learning repository as well as on image segmentation tasks confirm the effectiveness of the proposed approach.

1 Introduction

Graph-theoretic representations and algorithms have long been an important tool in computer vision and pattern recognition, especially because of their representational power and flexibility. However, there is now a renewed and growing interest toward explicitly formulating computer vision problems within a graph-theoretic setting. This is in fact particularly advantageous because it allows vision problems to be cast in a pure, abstract setting with solid theoretical underpinnings and also permits access to the full arsenal of graph algorithms developed in computer science and operations research. Graph-theoretic problems which have proven to be relevant to computer vision include maximum
flow, minimum spanning tree, maximum clique, shortest path, maximal common subtree/subgraph, etc. In addition, a number of fundamental techniques that were designed in the graph algorithms community have recently been applied to computer vision problems. Examples include spectral methods and fractional rounding.

In 1941, the Hungarian mathematician P. Turán provided an answer to the following innocent-looking question. What is the maximal number of edges in a graph with $n$ vertices not containing a complete subgraph of order $k$, for a given $k$? This graph is now known as a Turán graph and contains no more than $n^2(k - 2)/2(k - 1)$ edges. Later, in another classical paper, T. S. Motzkin and E. G. Straus [12] provided a novel proof of Turán’s theorem using a continuous characterization of the clique number of a graph. Thanks to the contributions of P. Erdős, B. Bollobás, M. Simonovits, E. Szemerédi, and others, Turán study developed soon into one of the richest branches of 20th-century graph theory, known as extremal graph theory, which has intriguing connections with Ramsey theory, random graph theory, algebraic constructions, etc. Very roughly, extremal graph theory studies how the intrinsic structure of graphs ensures certain types of properties (e.g., cliques, colorings and spanning subgraphs) under appropriate conditions (e.g., edge density and minimum degree) (see, e.g., [3]).

Among the many achievements of extremal graph theory, Szemerédi’s regularity lemma is certainly one of the best known [6]. It states, essentially, that every graph can be partitioned into a small number of random-like bipartite graphs, called regular pairs, and a few leftover edges. Szemerédi’s result was introduced in the mid-seventies as a tool for his celebrated proof of the Erdős-Turán conjecture on arithmetic progressions in dense sets of integers. Since then, the lemma has emerged as a fundamental tool not only in extremal graph theory but also in theoretical computer science, combinatorial number theory, etc. We refer to [11] for a survey of the (theoretical) applications of Szemerédi’s lemma and its generalizations.

The regularity lemma is basically an existence predicate. In its original proof, Szemerédi demonstrated the existence of a regular partition under the most general conditions, but he did not provide a constructive proof to obtain such a partition. However, in 1992, Alon et al. [1] succeeded in developing the first algorithm to create a regular partition on arbitrary graphs, and showed that it has polynomial computational complexity. Other polynomial-time algorithms can be found in [5,10].

This paper reports perhaps the first practical application of the regularity lemma and related algorithms. Our original motivation was to study how to take advantage of the information provided by Szemerédi’s regular partitions in a pairwise clustering context. Indeed, pairwise (or similarity-based) data clustering techniques are gaining increasing popularity over traditional feature-based grouping algorithms. In many application domains, in fact, the objects to be clustered are not naturally representable in terms of a vector of features. On the other hand, quite often it is possible to obtain a measure of the similarity/dissimilarity between objects. Hence, it is natural to map (possibly implicitly) the data to
be clustered to the nodes of a weighted graph, with edge-weights representing similarity or dissimilarity relations. However, a typical problem associated to pairwise grouping algorithms is the scaling behavior with the number of data. On a dataset containing $N$ examples, the number of potential comparisons scales with $O(N^2)$, thereby hindering their applicability to problems involving very large data sets, such as high-resolution imagery and spatio-temporal data. Recent sophisticated attempts to deal with this problem use optimal embeddings \cite{15}, the Nystrom method \cite{27}, and out-of-sample dominant sets \cite{14}.

The solution outlined in this paper combines the notion of regularity introduced by Szemerédi with that of graph-based clustering. In this context, the regularity lemma is used as a preclustering strategy, in an attempt to work on a more compact, yet informative, structure. Indeed, this structure is well-known in extremal graph theory and is commonly referred to as the reduced graph. An important auxiliary result, the so-called Key Lemma, reveals that this graph does inherit many of the essential structural properties of the original graph. In summary, our approach consists basically in a two-phase procedure. In the first phase, the input graph is decomposed into small pieces using Szemerédi’s partitioning process and the corresponding (weighted) reduced graph is constructed, the weights of which reflect edge-densities between class pairs of the original partition. Next, a standard graph-based clustering procedure is run on the reduced graph and the solution found is mapped back into original graph to obtain the final groups. In our simulations we used dominant-set algorithms to perform the clustering on the reduced graph, but any other pairwise algorithm such as Normalized Cut would work equally well. Note that our approach differs from other attempts aimed at reducing the complexity of pairwise grouping processes, such as \cite{27,14}, as we perform no sampling of the original data but work instead on a derived structure which does retain the important features of the original one.

We performed some experiments both on standard datasets from the UCI machine learning repository and on image segmentation tasks, and the preliminary results obtained confirm the effectiveness of the proposed approach.

## 2 Szemerédi’s Regularity Lemma

Let $G = (V, E)$ be an undirected graph with no self-loops, where $V$ is the set of vertices and $E$ is the set of edges, and let $X,Y \subseteq V$ be two disjoint subsets of vertices of $G$. We define the edge density of the pair $(X, Y)$ as:

$$d(X,Y) = \frac{e(X,Y)}{|X||Y|}$$

where $e(X,Y)$ denotes the number of edges of $G$ with an endpoint in $X$ and an endpoint in $Y$, and $|\cdot|$ denotes the cardinality of a set. Note that edge densities are real numbers between 0 and 1.

Given a positive constant $\varepsilon > 0$, we say that the pair $(A, B)$ of disjoint vertex sets $A, B \subseteq V$ is $\varepsilon$-regular if for every $X \subseteq A$ and $Y \subseteq B$ satisfying

$$|X| > \varepsilon|A| \quad \text{and} \quad |Y| > \varepsilon|B|$$

(2)
we have
\[ |d(X, Y) - d(A, B)| < \varepsilon. \]  
(3)

Thus, in an \( \varepsilon \)-regular pair the edges are distributed fairly uniformly.

A partition of \( V \) into pairwise disjoint classes \( C_0, C_1, \ldots, C_k \) is said \emph{equitable} if all the classes \( C_i \) (\( 1 \leq i \leq k \)) have the same cardinality. The \emph{exceptional set} \( C_0 \) (which may be empty) has only a technical purpose: it makes it possible that all other classes have exactly the same number of vertices. An equitable partition \( C_0, C_1, \ldots, C_k \), with \( C_0 \) being the exceptional set, is called \( \varepsilon \)-\emph{regular} if \( |C_0| < \varepsilon |V| \) and all but at most \( \varepsilon k^2 \) of the pairs \( (C_i, C_j) \) are \( \varepsilon \)-regular (\( 1 \leq i < j \leq k \)).

**Theorem 1 (Szemerédi’s regularity lemma [16]).** For every positive real \( \varepsilon \) and for every positive integer \( m \), there are positive integers \( N = N(\varepsilon, m) \) and \( M = M(\varepsilon, m) \) with the following property: for every graph \( G \) with \( |V| \geq N \) there is an \( \varepsilon \)-regular partition of \( G \) into \( k + 1 \) classes such that \( m \leq k \leq M \).

Given an \( r \times r \) symmetric matrix \( (p_{ij}) \) with \( 0 \leq p_{ij} \leq 1 \), and positive integers \( n_1, n_2, \ldots, n_r \), a \emph{generalized random graph} \( R_n \) for \( n = n_1 + n_2 + \ldots + n_r \) is obtained by partitioning \( n \) vertices into classes \( C_i \) of size \( n_i \) and joining the vertices \( x \in V_i, y \in V_j \) with probability \( p_{ij} \), independently for all pairs \( \{x, y\} \). Now, as pointed out by Komlós and Simonovits [11], the regularity lemma asserts basically that every graph can be approximated by generalized random graphs. Note that, for the lemma to be useful, the graph has to to be dense. Indeed, for sparse graphs it becomes trivial as all densities of pairs tend to zero [9].

The lemma allows us to specify a lower bound \( m \) on the number of classes. A large value of \( m \) ensures that the partition classes \( C_i \) are sufficiently small, thereby increasing the proportion of (inter-class) edges subject to the regularity condition and reducing the intra-class ones. The upper bound \( M \) on the number of partitions guarantees that for large graphs the partition sets are large too. Finally, it should be noted that a singleton partition is \( \varepsilon \)-regular for every value of \( \varepsilon \) and \( m \).

The regularity lemma permits \( \varepsilon k^2 \) pairs to be irregular. Following a path pointed out by Szemerédi [16], many researchers studied if the result could be strengthened, avoiding the presence of such pairs. However, it turned out that forcing the lemma in that way would affect its generality [11].

The problem of checking if a given partition is \( \varepsilon \)-regular is a quite surprising one from a computational complexity point of view. In fact, as proven in [11], it turns out that constructing an \( \varepsilon \)-regular partition is easier than checking if a given one responds to the \( \varepsilon \)-regularity criterion.

**Theorem 2.** The following decision problem is co-NP-complete. Given a graph \( G \), an integer \( k \geq 1 \) and a parameter \( \varepsilon > 0 \), and a partition of the set of vertex of \( G \) into \( k + 1 \) parts. Decide if the given partition is \( \varepsilon \)-regular.

Recall that the complexity class \emph{co-NP-complete} collects all problems which complement are NP-complete [11]. In other words, a \emph{co-NP-complete} problem is one for which there are efficiently verifiable proofs of its no-instances, i.e., its counterexamples.
3 Finding Regular Partitions in Polynomial Time

The original proof of Szemerédi’s lemma [16] is not constructive, yet this has not narrowed the range of its applications in the fields of extremal graph theory, number theory and combinatorics. In the early 1990’s, Alon et al. [11] proposed a new formulation of the lemma which emphasizes the algorithmic nature of the result.

**Theorem 3 (A constructive version of the regularity lemma [11]).** For every $\varepsilon > 0$ and every positive integer $t$ there is an integer $Q = Q(\varepsilon, t)$ such that every graph with $n > Q$ vertices has an $\varepsilon$-regular partition into $k + 1$ classes, where $t \leq k \leq Q$. For every fixed $\varepsilon > 0$ and $t \geq 1$ such a partition can be found in $O(M(n))$ sequential time, where $M(n) = O(n^{2.376})$ is the time for multiplying two $n \times n$ matrices with 0,1 entries over the integers. The partition can be found in time $O(\log n)$ on a EREW PRAM with a polynomial number of parallel processor.

In the remaining of this section we shall derive the algorithm alluded to in the previous theorem. We refer the reader to the original paper [11] for more technical details and proofs.

Let $H$ be a bipartite graph with equal color classes $|A| = |B| = n$. We define the average degree of $H$ as

$$d = \frac{1}{2n} \sum_{i \in A \cup B} \deg(i)$$

(4)

where, $\deg(i)$ is the degree of the vertex $i$.

Let $y_1$ and $y_2$ be two distinct vertices, such that $y_1, y_2 \in B$. Alon et al. [11] define the neighborhood deviation of $y_1$ and $y_2$ by

$$\sigma(y_1, y_2) = |N(y_1) \cap N(y_2)| - \frac{d^2}{n}$$

(5)

where $N(x)$ is the set of neighbors of the vertex $x$. For a subset $Y \subseteq B$, the deviation of $Y$ is defined as:

$$\sigma(Y) = \frac{\sum_{y_1, y_2 \in Y} \sigma(y_1, y_2)}{|Y|^2}$$

(6)

Now, let $0 < \varepsilon < \frac{1}{16}$. It can be shown that if there exists $Y \subseteq B$, $|Y| > \varepsilon n$ such that $\sigma(Y) \geq \frac{\varepsilon^3 n}{2}$ then at least one of the following cases occurs [11]:

1. $d < \varepsilon^3 n$ (which amounts to saying that $H$ is $\varepsilon$-regular);
2. there exists in $B$ a set of more than $\frac{1}{8} \varepsilon^4 n$ vertices whose degrees deviate from $d$ by at least $\varepsilon^4 n$;
3. there are subsets $A' \subseteq A$, $B' \subseteq B$, $|A'| \geq \frac{\varepsilon^4 n}{4}$, $|B'| \geq \frac{\varepsilon^4 n}{4}$ and $|d(A', B') - d(A, B)| \geq \varepsilon^4$. 
Note that one can easily check if 1 holds in time $O(n^2)$. Similarly, it is trivial to check if 2 holds in $O(n^2)$ time, and in case it holds to exhibit the required subset of $B$ establishing this fact. If both cases above fail we can proceed as follows. For each $y_0 \in B$ with $|\text{deg}(y_0) - d| < \varepsilon^4 n$ we find the set of vertices $B_{y_0} = \{ y \in B : \sigma(y_0, y) \geq 2\varepsilon^4 n \}$. It can be shown that there exists at least one such $y_0$ for which $|B_{y_0}| \geq \frac{\varepsilon^4}{4} n$. The subsets $B' = B_{y_0}$ and $A' = N(y_0)$ are the required ones. Since the computation of the quantities $\sigma(y, y')$, for $y, y' \in B$, can be done by squaring the adjacency matrix of $H$, the overall complexity of this algorithms is $O(M(n)) = O(n^{2.376})$.

In order to understand the final partitioning algorithm we need the following two lemmas.

**Lemma 1 (Alon et al. [1]).** Let $H$ be a bipartite graph with equal classes $|A| = |B| = n$. Let $2n^{-1/4} < \varepsilon < \frac{1}{10}$. There is an $O(n^{2.376})$ algorithm that verifies that $H$ is $\varepsilon$-regular or finds two subsets $A' \subseteq A$, $B' \subseteq B$, $|A'| \geq \frac{\varepsilon^4}{4} n$, $|B'| \geq \frac{\varepsilon^4}{4} n$ and $|d(A', B') - d(A, B)| \geq \varepsilon^4$.

It is quite easy to check that the regularity condition can be rephrased in terms of the average degree of $H$. Indeed, it can be seen that if $d < \varepsilon^3 n$, then $H$ is $\varepsilon$-regular, and this can be tested in $O(n^2)$ time. Next, it is necessary to count the number of vertices in $B$ whose degrees deviate from $d$ by at least $\varepsilon n$. Again, this operation takes $O(n^2)$ time. If the number of deviating vertices is more than $\frac{\varepsilon^4}{4} n$, then the degrees of at least half of them deviate in the same direction and if we let $B'$ be such a set of vertices and $A' = A$ we are done. Otherwise, it can be shown that there must exist $Y \subseteq B$ such that $|Y| \geq \varepsilon n$ and $\sigma(Y) \geq \frac{\varepsilon^4}{2} n$. Hence, our previous discussion shows that the required subsets $A'$ and $B'$ can be found in $O(n^{2.376})$ time.

Given an equitable partition $P$ of a graph $G = (V, E)$ into classes $C_0, C_1 \ldots C_k$, Szemerédi [16] defines a measure called *index of partition*:

$$
\text{ind}(P) = \frac{1}{k^2} \sum_{s=1}^{k} \sum_{t=s+1}^{k} d(C_s, C_t)^2.
$$

(7)

Since $0 \leq d(C_s, C_t) \leq 1$, $1 \leq s, t \leq k$, it can be seen that $\text{ind}(P) \leq \frac{1}{2}$.

The following lemma is the core of Szemerédi’s original proof.

**Lemma 2 (Szemerédi [16]).** Let $G = (V, E)$ be a graph with $n$ vertices. Let $P$ be an equitable partition of $V$ into classes $C_0, C_1 \ldots C_k$, with $C_0$ being the exceptional class. Let $\gamma > 0$. Let $k$ be the least positive integer such that $4^k > 600 \gamma^{-5}$. If more than $\gamma k^2$ pairs $(C_s, C_t)$ ($1 \leq s < t \leq k$) are $\gamma$-irregular, then there is an equitable partition $Q$ of $V$ into $1 + k4^k$ classes, the cardinality of the exceptional class being at most

$$
|C_0| \leq \frac{n}{4^k}
$$

(8)

and such that

$$
\text{ind}(Q) > \text{ind}(P) + \frac{\gamma^5}{20}.
$$

(9)
The idea formalized in the previous lemma is that, if a partition violates the regularity condition, then it can be refined by a new partition and, in this case, the \( \text{ind}(P) \) measure can be improved. On the other hand, the new partition adds only “few” elements to the current exceptional set so that, in the end, its cardinality will respect the definition of equitable partition.

We are now in a position to sketch the complete partitioning algorithm. The procedure is divided into two main steps: in the first step all the constants needed during the next computation are set; in the second one, the partition is iteratively created. An iteration is called refinement step, because, at each iteration, the current partition is closer to a regular one.

Given any \( \varepsilon > 0 \) and a positive integer \( t \), the constants \( N = N(\varepsilon, t) \) and \( T = T(\varepsilon, t) \) are defined as follows. Let \( b \) be the least positive integer such that

\[
4^b > 600 \left( \frac{\varepsilon^4}{16} \right)^{-5}, \quad b \geq t. \tag{10}
\]

Let \( f \) be the integer-valued function defined as:

\[
f(0) = b, \quad f(i + 1) = f(i)4^{f(i)}. \tag{11}
\]

Put \( T = f\left( \left\lceil 10\left( \frac{\varepsilon^4}{16} \right)^{-5} \right\rceil \right) \) and \( N = \max\{T4^{2T}, \frac{32T}{\varepsilon^5}\} \). Given a graph \( G = (V, E) \) with \( n \geq N \) vertices, an \( \varepsilon \)-regular partition of \( G \) into \( k + 1 \) classes, where \( t \leq k \leq T \), can be constructed using the following \( O(M(n)) = O(n^{2.376}) \) algorithm:

1. **Create the initial partition:** Arbitrarily divide the set \( V \) into an equitable partition \( P_1 \) with classes \( C_0, C_1, \ldots, C_b \) where \( |C_i| = \lceil n/b \rceil \), \( i = 1 \ldots b \) and \( |C_0| < b \). Let \( k_1 = b \).

2. **Check regularity:** For every pair \( C_r, C_s \) of \( P_1 \) verify if it is \( \varepsilon \)-regular or find \( X \subseteq C_r, Y \subseteq C_s \), \( |X| \geq \varepsilon^4|C_r|, |Y| \geq \varepsilon^4|C_s| \) such that

\[
d(X, Y) - d(C_s, C_r) \geq \varepsilon^4. \tag{12}
\]

3. **Count regular pairs:** If there are at most \( \varepsilon \left( \begin{array}{c} k_1 \\ 2 \end{array} \right) \) pairs that are not verified as \( \varepsilon \)-regular, then halt. \( P_1 \) is an \( \varepsilon \)-regular partition.

4. **Refine:** Apply Lemma \( \Box \) where \( P = P_i, k = k_i, \gamma = \frac{\varepsilon^4}{16} \) and obtain a partition \( P' \) with \( 1 + k_i4^{k_i} \) classes.

5. Let \( k_{i+1} = k_i4^{k_i}, P_{i+1} = P', i = i + 1 \) and go to step 2.

Before concluding this section we mention that after Alon et al.’s contribution, other algorithms have been proposed for finding Szemerédi’s partitions. In particular, we mention Frieze and Kannan’s approach \( \Box \), which is based on an intriguing relation between the regularity conditions and the singular values of matrices, and Czygrinow and Rödl’s \( \Box \), who proposed a new algorithmic version of Szemerédi’s lemma for hypergraphs.

\[1\] Note that Alon et al. \( \Box \) proved Theorem \( \Box \) with \( Q = N (\geq T) \).
4 The Regularity Lemma and Pairwise Clustering

The regularity lemma postulates the existence of a partition of any graph into disjoint subsets satisfying a uniformity criterion, and the algorithm described in the previous section is able to find such a partition in polynomial time. On the other hand, pairwise (or graph-based) clustering refers to the process of partitioning an edge-weighted similarity graph in such a way as to produce maximally homogeneous classes. It is far too easy to see that, although both processes aim at producing a partition of a given graph, the way in which they attempt to do it is substantially different. Indeed, Szemerédi’s partitioning process is very strict as it imposes the creation of same-size classes (this condition being relaxed only for the exceptional set), and this would clearly be too restrictive within a clustering context. Also, the notion of a regular partition, while emphasizing the role of inter-class relations, pays no explicit attention to the relations among vertices in the same class. Indeed, the very nature of the regularity concept indicates that the less intra-class edges, the “better” the partition.

A regular partition reveals the existence of a hidden structure in a graph. Hence, despite their dissimilarities, it could be interesting to try to combine the two partitioning approaches in order to obtain a novel and efficient clustering strategy. In fact, extremal graph theory provides us with some interesting results and abstract structures that can be conveniently employed for our purpose: these are the notion of the reduced graph and the so-called Key Lemma [11].

Given a graph $G = (V, E)$, a partition $P$ of the vertex-set $V$ into the sets $C_1, C_2, \ldots C_k$ and two parameters $\varepsilon$ and $d$, the reduced graph $R$ is defined as follows. The vertices of $R$ are the clusters $C_1, C_2, \ldots C_k$, and $C_i$ is adjacent to $C_j$ if $(C_i, C_j)$ is $\varepsilon$-regular with density more than $d$. Figure 1 shows an example of transformation from a partitioned graph to its reduced graph.

Consider now a graph $R$ and an integer $t$. Let $R(t)$ be the graph obtained form $R$ by replacing each vertex $x \in V(R)$ by a set $V_x$ of $t$ independent vertices, and joining $u \in V_x$ to $v \in V_y$ if and only if $(x, y)$ is an edge in $R$. $R(t)$ is a graph
in which every edge of \( R \) is replaced by a copy of the complete bipartite graph \( K_{tt} \).

The following Lemma shows how to use the reduced graph \( R \) and its modification \( R(t) \) to infer properties of a more complex graph.

**Theorem 4 (Key Lemma [11]).** Given \( d > \varepsilon > 0 \), a graph \( R \) and a positive integer \( m \), construct a graph \( G \) following these steps:

1. replace every vertex of \( R \) by \( m \) vertices
2. replace the edges of \( R \) with regular pairs of density at least \( d \).

Let \( H \) be a subgraph of \( R(t) \) with \( h \) vertices and maximum degree \( \Delta > 0 \), and let \( \delta = d - \varepsilon \) and \( \varepsilon_0 = \delta^2/(2 + \Delta) \). If \( \varepsilon \leq \varepsilon_0 \) and \( t - 1 \leq \varepsilon_0 m \), then \( H \) is embeddable into \( G \) (i.e., \( G \) contains a subgraph isomorphic to \( H \)). In fact, we have

\[
||H \to G|| > (\varepsilon_0 m)^h
\]

where \( ||H \to G|| \) denotes the number of labeled copies of \( H \) in \( G \).

Given a graph \( R \), the Key Lemma furnishes rules to expand \( R \) to a more complex partitioned graph \( G \) which respects edge-density bounds. On the other hand, we have another expanded graph, \( R(t) \). Because of their construction, \( R(t) \) and \( G \) are very similar, but they can have a different vertex cardinality. In addition, note that the only densities allowed between vertex subsets in \( R(t) \) are 0 and 1. The Key Lemma establishes constraints to the edge density \( d \) and the subset size \( t \) in order to assure the existence of a fixed graph \( H \) embeddable into \( R(t) \), which is also a subgraph of \( G \). Let \( H \) be a subgraph of \( R(t) \). If \( t \) is sufficiently small with respect to \( m \), and \( d \) is sufficiently high with respect to \( \varepsilon \) and \( \Delta \), it is possible to find small subsets of vertices such that they are connected with a sufficiently high number of edges. The copies of \( H \) are constructed vertex by vertex by picking up elements from the previous identified subsets.

As described in [11], a common and helpful combined use of the reduced graph and Key Lemma is as follows (see Figure 2):

- Start with a graph \( G = (V, E) \) and apply the regularity lemma, finding a regular partition \( P \)
- Construct the reduced graph \( R \) of \( G \), w.r.t. the partition \( P \).
- Analyze the properties of \( R \), in particular its subgraphs.
- As it is assured by Theorem 4 every small subgraph of \( R \) is also a subgraph of \( G \).

In summary, a direct consequence of the Key Lemma is that it is possible to search for significant substructures in a reduced graph \( R \) in order to find common subgraphs of \( R \) and the original graph.

Now, let us put ourselves in a pairwise clustering context. We are given a large weighted (similarity) graph \( G = (V, E, \omega) \) where the vertices correspond to data points, edges represent neighborhood relationships, and edge-weights reflect similarity between pairs of linked vertices. Motivated by the previous discussion,
here we propose a two-phase clustering strategy. In the first phase, we apply the regularity lemma in order to build a compact, yet informative representation of the original data set, in the form of a reduced graph. In the second phase, a pairwise clustering method is used to find meaningful structures in the reduced graph. In the experiments described in the next section, for example, we used the dominant-set approach described in [13], but other pairwise algorithms could be used equally well.

Note that an algorithmic formulation of the regularity lemma for weighted graphs was explicitly introduced in [3], together with an extension of the result concerning hypergraphs. Nevertheless, simple verifications on the previous unweighted definitions show that the algorithms are not influenced by edge-weights. In this case, the density between the sets of a pair \((A, B)\) in a becomes:

\[
d = d_\omega(A, B) = \frac{\sum_{i=1}^{|A|} \sum_{j=1}^{|B|} \omega(a_i, b_j)}{|A||B|}
\]  

which is the weighted counterpart of \([1]\).

Since the notion of regularity emphasizes only inter-class relations, there must be a criterion for taking into account intra-class similarities as well. Our approach consists of introducing in the partitioning algorithm a rule to select elements to be dispatched to new subsets. Specifically, the criterion used is the average weighted degree

\[
awdeg_S(i) = \frac{1}{|S|} \sum_{j \in S} \omega(i, j) \quad S \subseteq V.
\]

All elements in the current subset \(S\) are listed in decreasing order by average weighted degree. In so doing, the partition of \(S\) takes place simply by subdividing the ordered sequence of elements into the desired number of subsets. The decreasing order has been preferred because of the presence of the exceptional set: in this way we assume that only the less connected vertices join the exceptional set. Hence, the obtained regular partition contains classes the elements of which can already be considered similar to each other.
The vertex set cardinality in the reduced graph is a fundamental quantity during the clustering process because it affects the precision of the solution found. In particular, a large cardinality implies a greater precision, as the clusters have to be found in a more articulated context. A low cardinality, instead, makes the clustering phase less accurate because the inclusion or the exclusion of a vertex in a cluster may change dramatically the solution at the finer level of the original graph. Our experience shows that working with medium-size subsets produces the best results in terms of accuracy and speed.

5 Experimental Results

We performed some preliminary experiments aimed at assessing the potential of the approach described in the previous sections. Before presenting the experimental setting and the results obtained, a few technical observations concerning our implementation of Alon et al.’s algorithm are in order. First, note that the original algorithm stops when a regular partition has been found. In practice, the number of iterations and the vertex set cardinality required is simply too big to be considered. Hence, in our experiments we decide to stop the process either when a regular partition has been found or when the subset size becomes smaller than a predetermined threshold. Further, the next-iteration number of subsets of the original procedure is also intractable, and we therefore decided to split every subset, from an iteration to the next one, using a (typically small) user-defined parameter. Finally, note that in the original formulation of the regularity lemma, the exceptional set is only a technicality to ensure that all other classes have the same cardinality. In a clustering context, the exceptional set is a nuisance as it cannot be reasonably considered as a coherent class. It is therefore necessary to somehow assign its elements to the groups found by the clustering procedure. A naive solution, adopted in our experiments, is to assign them to the closest cluster according to a predefined distance measure.

We conducted a first series of experiments on standard datasets from the UCI machine learning repository. Specifically, we selected the following datasets: the Johns Hopkins University Ionosphere database (352 elements, 34 attributes, two classes), the Haberman’s Survival database (306 elements, 3 attributes, two classes), and the Pima Indians Diabetes database (768 elements, 8 attributes, two classes). The similarity between data items was computed as a decreasing function of the Euclidean distance between corresponding attribute vectors, i.e., $w(i,j) = \exp(-||v_i - v_j||^2/\sigma^2)$, where $v_i$ is the $i$-th vector of the dataset and $\sigma$ is a positive real number which affects the decreasing rate of $w$.

Table I summarizes the result obtained on these data by showing the classification accuracy obtained by our two-phase strategy for each database considered. Recall that in the second phase we used the dominant-set algorithm for clustering the reduced graph. Further, for the sake of comparison, we present the results produced by a direct application of the dominant-set algorithm to the original similarity graph without any pre-clustering step. As can be seen,
Table 1. Results obtained on the UCI benchmark datasets. Each row represents a dataset, while the columns represent (left to right): the number of elements in the corresponding dataset, the classification accuracy obtained by the proposed two-phase strategy and that obtained using the plain dominant-set algorithm, respectively, the speedup achieved using our approach w.r.t. plain dominant-set, the size of the reduced graphs, and the compression rate.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>Classif. Accuracy</th>
<th>Speedup</th>
<th>R.G. size</th>
<th>Compression rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>72%</td>
<td>1.13</td>
<td>4</td>
<td>98.9%</td>
</tr>
<tr>
<td>Haberman</td>
<td>306</td>
<td>74%</td>
<td>2.16</td>
<td>128</td>
<td>58.1%</td>
</tr>
<tr>
<td>Pima</td>
<td>768</td>
<td>65%</td>
<td>2.45</td>
<td>256</td>
<td>66.7%</td>
</tr>
</tbody>
</table>

Fig. 3. Behavior of classification accuracy (left y-axis) and CPU time (right y-axis) as a function of the size of regularity classes for the three UCI datasets: Ionosphere (a), Haberman (b), and Pima (c)

our combined approach substantially outperforms the plain algorithm. Table 1 shows also the speedup achieved using our approach with respect to a direct application of the dominant-set algorithm. Note that, while the construction of a regular partition depends only on the number of vertices in the original graph and the subset dimension, the dominant set detection is affected by the edge weights. So it can converge faster or slower depending on the dataset we are analyzing. As can be seen, with our pre-clustering strategy we are able to achieve a speedup up to 2.45 on these data.

As observed at the end of the previous section, the cardinality of the reduced graph (or, alternatively, the size of the regularity subsets which in our implementation is a user-defined parameter) is of crucial importance as introduces a trade-off between the second-phase precision and the overall performance. The last two columns of Table 1 show the size of the reduced graphs and the corresponding compression rates used in the experiments. These values were chosen manually so as to optimize both accuracy and speed. Note how, using the regularity partitioning process, we were able to achieve compression rates from 66.7% to 98.9% while improving classification accuracy. It is of interest to analyze the behavior of our approach as this parameter is varied. Figure 3 plots the classification accuracy and the CPU time as a function of the size of the regularity classes (which is inversely related to the cardinality of the reduced graph) for
Table 2. The table summarizes information concerning the image segmentation experiments. Each row represents an image, while the columns represent (left to right): the number of pixels in the original image, the number of vertices in the reduced graph (with the subset dimension in parenthesis), the compression rate, and the speedup achieved using our approach w.r.t. plain dominant-set.

<table>
<thead>
<tr>
<th>Image</th>
<th>Pixels</th>
<th>R.G. size</th>
<th>Compression rate</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>9600</td>
<td>128(75)</td>
<td>98.7%</td>
<td>4.23</td>
</tr>
<tr>
<td>Elephants</td>
<td>9600</td>
<td>32(300)</td>
<td>99.7%</td>
<td>17.79</td>
</tr>
<tr>
<td>Lake</td>
<td>9600</td>
<td>128(75)</td>
<td>98.7%</td>
<td>20.94</td>
</tr>
<tr>
<td>Tree</td>
<td>9600</td>
<td>64(150)</td>
<td>99.3%</td>
<td>16.63</td>
</tr>
</tbody>
</table>

Fig. 4. Segmentation results for 120×80 grayscale images. Left column: original images. Central column: results with our two-phase approach. Right column: results with plain dominant sets.

all datasets considered. The CPU time curve highlights how a small subset dimension requires a higher computational time compared to larger sizes. At the same time, note how the classification accuracy is not substantially affected by
the class size; this means that the preclustering method is resistant to parameter variation and we are therefore allowed to use bigger subset dimensions in order to achieve better performance.

Our two-phase strategy was also applied to the problem of segmenting brightness images. Here, the image is represented as an edge-weighted graph where vertices represent pixels and edge-weights reflect the similarity between pixels. The measure adopted here to assign edge-weights is based on brightness proximity, as in [13]. Specifically, similarity between pixels $i$ and $j$ was measured by $w(i, j) = \exp(-(I(i) - I(j))^2/\sigma^2)$, where $I(i)$ is the normalized intensity value at node $i$.

Table 2 summarizes the main technical details of our experiments, in particular the compression rate and the speedup, while Figure 2 shows the segmentation results. Overall, both algorithms produced comparable segmentation results, despite the fact that with our approach we are looking for dominant sets in graphs which are at least 98% smaller than the original graph images and with a speedup of up to 20.94.

6 Conclusions

With this paper we have tried to import into the computer vision and pattern recognition fields a profound result from extremal graph theory which asserts essentially that all graphs can be decomposed in such a way as to satisfy a certain uniformity criterion. Since its introduction in the mid-seventies Szemerédi’s regularity lemma has emerged as an invaluable tool not only in graph theory but also in theoretical computer science, combinatorial number theory, etc. [10]. Here, we have proposed to take advantage of the properties of regular partitions in a pairwise clustering context. Specifically, in our approach, Szemerédi’s decomposition process is used as a preclustering step to substantially reduce the size of the input similarity graph. Clustering is in fact performed on a more compact derived graph using standard algorithms and the solutions obtained are then mapped back into the original graph to create the final groups. Experimental results conducted on standard benchmark datasets from the UCI machine learning repository as well as on image segmentation tasks confirm the effectiveness of the proposed approach. The power of the regularity lemma and the preliminary results obtained on our application make us confident that Szemerédi’s result could be potentially used in a variety of other computer vision and pattern recognition problems, whenever large and dense graphs arise.
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Abstract. In this work we show, that for each permuted submodular MinSum problem (Energy Minimization Task) the corresponding submodular MinSum problem can be found in polynomial time. It follows, that permuted submodular MinSum problems are exactly solvable by transforming them into corresponding submodular tasks followed by applying standard approaches (e.g. using MinCut-MaxFlow based techniques).

1 Introduction

Labeling problems and especially MinSum problems (Energy Minimization tasks) have attracted attention of many researchers in the last years. They are used for many computer vision tasks like image restoration [15], stereo reconstruction [2,10,15,18], different kinds of segmentation [4,7,8,12] and others. Very promising results were obtained especially for submodular MinSum problems [6,11,16,17,18]. In this work we study permuted submodular MinSum problems. We show, that for each permuted submodular MinSum problem the corresponding submodular MinSum problem can be found in polynomial time. It follows, that permuted submodular MinSum problems are exactly solvable by transforming them into corresponding submodular tasks followed by applying standard approaches (e.g. using MinCut-MaxFlow based techniques).

2 Notations and Definitions

We begin with the definition of a MinSum problem followed by considerations about submodularity and permuted submodularity. A MinSum problem is defined by means of the following components. Let

\[ V = (R, E) \]
be an unoriented graph with the set of nodes and the set of edges. Nodes and edges are denoted by \( r \in R \) and \( e = (r, r') \in E \) respectively;

\[ K \]
be a finite set of states. Its elements (called states or labels) are denoted by \( k \);

\[ q_r : K \to \mathbb{R} \]
be a function for each node, that assigns a real value to each state in that node;

\[ g_{rr'} : K \times K \to \mathbb{R} \]
be a function for each edge, that assigns a real value to each state pair on that edge.
A labeling $f$ is a mapping $f : R \rightarrow K$, that maps the set of nodes into the set of states, where $f(r) \in K$ denotes the state chosen in the node $r$. Let $F = K^R$ denote the set of all labelings. The task is to calculate
\[
\left( \arg\min_{f \in F} \left[ \sum_{r \in R} q_r(f(r)) + \sum_{(rr') \in E} g_{rr'}(f(r), f(r')) \right] \right) .
\] (1)

We use the tuple $\mathcal{A} = (V, K, q, g)$ of task components to refer a given task.

We would like to point out here, that MinSum problems considered above are a special case of more general labeling problems [13]. The generalization consists in considering a general semiring $(W, \oplus, \otimes)$ instead of the MinSum case $(\mathbb{R}, \min, +)$. Besides of already considered MinSum tasks, we will use also the notation of OrAnd problems, i.e. labeling problems, where the semiring is $(\{0, 1\}, \lor, \land)$. In this case the task is to calculate
\[
\bigvee_{f \in F} \left[ \bigwedge_{r \in R} q_r(f(r)) \land \bigwedge_{(rr') \in E} g_{rr'}(f(r), f(r')) \right] ,
\] (2)

where the functions $q_r : K \rightarrow \{0, 1\}$ and $g_{rr'} : K \times K \rightarrow \{0, 1\}$ are boolean constraints. Such tasks are mainly known in the literature as Constraint Satisfaction problems.

Now we recall the definition of submodularity. In order to do that, it is necessary to introduce an additional notation – the order of states in each node. Let the set $K$ of states be completely ordered in each node $r$ of the graph (in general differently for each node). It means, that a reflexive, transitive and asymmetric relation $\succ$ is defined for pairs of states $k_1$ and $k_2$ in each node $r$ (we will call it “above/below”), i.e. $k_2 \succ k_1$ means “the state $k_2$ is located above the state $k_1$”. We denote an order, chosen in a node $r$, as $\pi_r$ and the set of all possible orders of the state set $K$ as $\Pi$. The tuple $\pi = (\pi_r \mid r \in R)$ denotes all ordering relations of the task and will be called ordering of the task. The set of all orderings $\pi$ of the task is denoted by $\mathcal{P} = \Pi^R$.

A task, where the state set is ordered in each node, will be called ordered task and referred by the tuple $\tilde{\mathcal{A}} = (V, K, q, g, \pi)$ of its components, where $\pi$ is the ordering of the task. According to this the set of all unordered tasks $\mathcal{A} = (V, K, q, g)$ can be seen as a partition of the set of all ordered tasks:
\[
\mathcal{A} = (V, K, q, g) = \{ \tilde{\mathcal{A}} = (V, K, q, g, \pi) \mid \pi \in \mathcal{P} \} .
\] (3)

Therefore we use also notations $\tilde{\mathcal{A}} \in \mathcal{A}$, having in mind, that the $(V, K, q, g)$ - components of both tasks $\mathcal{A}$ and $\tilde{\mathcal{A}}$ are the same.

A function $g_{rr'}$ is called submodular with respect to given orders $\pi_r$ and $\pi_{r'}$ iff
\[
g_{rr'}(k_1, k'_1) + g_{rr'}(k_2, k'_2) \leq g_{rr'}(k_1, k'_2) + g_{rr'}(k_2, k'_1)
\] (4)

1 For simplicity we consider in detail only MinSum problems of second order, where the state set $K$ is the same for all nodes. A generalization will be given later.
holds for each four-tuple with \( k_2 > k_1 \) according to \( \pi_r \) and \( k'_2 > k'_1 \) according to \( \pi_{r'} \).

An ordered MinSum task \( \tilde{A} = (V, K, q, g, \pi) \) is called submodular if all functions \( g_{rr'} \) are submodular with respect to the corresponding orders \( \pi_r \) and \( \pi_{r'} \). Functions \( q_r \) can be thereby arbitrary.

To be able to “manipulate” with requirements (4) and to simplify considerations, let us introduce an auxiliary notation – the numbers

\[
\alpha_{rr'}(k_1, k_2, k'_1, k'_2) = g_{rr'}(k_1, k'_1) + g_{rr'}(k_2, k'_2) - g_{rr'}(k_1, k'_2) - g_{rr'}(k_2, k'_1). \tag{5}
\]

We would like to note, that these numbers can be defined without any respect to the order of states. Besides of this, these numbers have the following properties, which we will need later:

\[
\alpha_{rr'}(k_1, k_2, k'_1, k'_2) = -\alpha_{rr'}(k_2, k_1, k'_1, k'_2) \tag{6}
\]

and

\[
\alpha_{rr'}(k_1, k_2, k'_1, k'_2) + \alpha_{rr'}(k_2, k_3, k'_1, k'_2) = \alpha_{rr'}(k_1, k_3, k'_1, k'_2). \tag{7}
\]

Using this notation, the submodularity conditions (4) can be rewritten in the following form. A function \( g_{rr'} \) is called submodular with respect to the introduced orders \( \pi_r \) and \( \pi_{r'} \) iff

\[
\alpha_{rr'}(k_1, k_2, k'_1, k'_2) \leq 0 \tag{8}
\]

holds for each four-tuple with \( k_2 > k_1 \) and \( k'_2 > k'_1 \).

As we can see, the notation of submodularity relates explicitly to the orders, introduced for the state set in each node. A MinSum task, that is given in the conventional manner \( A = (V, K, q, g) \) (unordered), which is submodular with respect to a particular ordering \( \pi \), is in general not submodular with respect to another one. Consequently it is not possible to speak about submodularity itself as about a property of a MinSum task, i.e. submodularity can not be defined for a given MinSum task, but only for a given ordered MinSum task.

A natural generalization of submodularity is the notation of permuted submodularity. An unordered MinSum task \( A = (V, K, q, g) \) is called permuted submodular if there exists an ordering \( \pi \), so that the ordered task \( \tilde{A} = (V, K, q, g, \pi) \in A \) is submodular. The aim of this work is to build a method, which recognizes for a general unordered task \( A = (V, K, q, g) \), whether it is permuted submodular or not. In addition, if the task is permuted submodular it is necessary to find an ordering \( \pi \), such that the ordered task \( \tilde{A} = (V, K, q, g, \pi) \in A \) is submodular. In the next section we show, that both problems can be solved simultaneously in polynomial time.

3 Transforming a Permutated Submodular Problem into a Submodular One

We split the consideration in two stages. First, we introduce an auxiliary binary OrAnd task (an OrAnd task with only two states), which represents necessary conditions for the initial MinSum task to be permuted submodular. Second, we prove, that the considered necessary conditions are sufficient as well. At the same time we give a scheme to

\footnote{If \( k_1 = k_2 \) or \( k'_1 = k'_2 \) the condition (4) is always satisfied.}
construct the necessary ordering \( \pi \) of the task from the solution of the auxiliary OrAnd task (if it exists).

The auxiliary OrAnd task will be given by means of its components, i.e. \( \mathcal{B} = (V_b = (R_b, E_b), K = \{0, 1\}, q_b, g_b) \). The task is built as follows:

- All possible orders in each node of the initial task are “encoded” in a certain suitable way using binary variables. Each such variable is represented by a node in the constructed OrAnd task, its states are possible boolean values, i.e. 0 or 1.
- The submodularity requirements are expressed in form of boolean constraints, which are defined for certain pairs of the introduced binary variables.

Let us consider these steps in detail.

To build the set of nodes \( R_b \) for the constructed OrAnd task, let us consider the set of states \( K \) for a node \( r \) of the initial MinSum task. We introduce in the new task one node (denoted by \( s \in R_b \)) for each pair of states \((k_1, k_2)\) of the initial set of states \( K \). The states in the introduced nodes \( s \) correspond to the possible order relations for the corresponding state pairs \((k_1, k_2)\). There are only two possibilities: either the second state is located above the first one – i.e. \( k_1 \prec k_2 \) (state 0 in the corresponding node \( s \)) or vice versa – i.e. \( k_1 \succ k_2 \) (state 1). The constructed set of nodes is illustrated by an example in Fig. 1. In this figure the nodes are shown by squares (in both, the initial MinSum task and the constructed OrAnd task), states are depicted by circles. The left part of the figure shows a node of the MinSum task with three states \( k_1, k_2 \) and \( k_3 \). In the right side the corresponding part of the constructed OrAnd problem is shown. All orders \( \pi_r \) are encoded using three binary variables – \( s_1 \) (corresponds to the pair \((k_1, k_2)\) of the initial MinSum task), \( s_2 \) (corresponds to the pair \((k_2, k_3)\)) and \( s_3 \) (corresponds to the pair \((k_1, k_3)\)). The state 0 in the node \( s_1 \) means “the state \( k_1 \) is located below the state \( k_2 \)” etc. The labeling \( f(s_1) = 0, f(s_2) = 1 \) and \( f(s_3) = 0 \) corresponds e.g. to the

![Fig. 1. Constructed set of nodes](image-url)
order \( k_1 < k_3 < k_2 \) in the initial MinSum task. Summarized, the node set \( R_b \) of the constructed OrAnd task is

\[
R_b = \{ (r, k_1, k_2) \mid r \in R; \; k_1, k_2 \in K; \; k_1 \neq k_2 \},
\]

so that \( (r, k_1, k_2) \in R_b \Leftrightarrow (r, k_2, k_1) \notin R_b. \tag{9} \]

The state set is \( K_b = \{0, 1\} \), labelings are mappings \( f : R_b \to \{0, 1\} \), the set of all labelings is denoted by \( \mathcal{F}_b = \{0, 1\}^{R_b} \).

It can be easily seen, that not all labelings \( f \) in the constructed OrAnd task correspond to an ordering \( \pi \) of the initial MinSum task, because an arbitrary chosen labeling corresponds in general to a relation for the set of states, which is not necessarily transitive. Therefore the set of labelings \( \mathcal{F}_b \) in the constructed OrAnd task is an overset of the set of orderings \( \mathcal{P} \) of the initial MinSum problem – i.e. \( \mathcal{F}_b \supset \mathcal{P} \).

To express the submodularity conditions \( \square \) let us consider a state pair \((k_1, k_2)\) for a node \( r \) (a node \( s \) in the constructed OrAnd task) and a state pair \((k'_1, k'_2)\) for another node \( r' \) (node \( s' \)). Let us assume, that \( \alpha_{r, r'}(k_1, k_2, k'_1, k'_2) < 0 \) holds (other cases \( \alpha_{r, r'}(k_1, k_2, k'_1, k'_2) > 0 \) and \( \alpha_{r, r'}(k_1, k_2, k'_1, k'_2) = 0 \) can be considered analogously). It follows from the requirements \( \square \) and property \( \circ \), that only two combinations of relations for these state pairs are possible in those orderings, which transform the MinSum task into a submodular one: \( k_1 < k_2, k'_1 < k'_2 \) or \( k_2 < k_1, k'_2 < k'_1 \) (these two state pairs should be ordered “coherently”). To represent this condition we link the nodes \( s \) and \( s' \) by an edge and define the function \( g_{bs's'} : \{0, 1\} \times \{0, 1\} \to \{0, 1\} \) on this edge as follows. We disable those combinations of orders, which violate submodularity. For example in case \( \alpha < 0 \)

\[
\begin{align*}
g_{bs's'}(0, 0) &= 1 \text{ (enabled)} \quad \quad \\
g_{bs's'}(0, 1) &= 0 \text{ (disabled)} \quad \\
g_{bs's'}(1, 0) &= 0 \text{ (disabled)} \quad \\
g_{bs's'}(1, 1) &= 1 \text{ (enabled)}.
\end{align*}
\]

Summarized, the edge set \( E_b \) of the constructed OrAnd task is

\[
E_b = \{(s, s') = ((r, k_1, k_2), (r', k'_1, k'_2)) \mid s, s' \in R_b; \; (r, r') \in E\}. \tag{10}
\]

The rules to express the submodularity conditions \( \square \) are summarized in Fig.\( \square \). In this figure allowed combinations of orders are shown by lines. Binary functions \( g_{bs's'} \) are written in form \( g = \begin{bmatrix} g(1, 0) & g(1, 1) \\ g(0, 0) & g(0, 1) \end{bmatrix} \) for shortness.

The functions \( g_{bs} \) are defined as \( g_{bs}(0) = g_{bs}(1) = 1 \) for all nodes \( s \), because for a single state pair \((k_1, k_2)\) obviously no ordering relation can be disabled in advance.

We would like to emphasize especially the third case \( \alpha_{r, r'}(k_1, k_2, k'_1, k'_2) = 0 \) in Fig.\( \square \) The first and second cases represent certain constrains for combinations of orders. The third one represents in fact no constraints. This case can be interpreted as if such edges would not exist in the constructed OrAnd task at all. For instance, if for a

\footnote{Reflexivity and asymmetry are obviously preserved by construction.}
Exact Solution of Permuted Submodular MinSum Problems

<table>
<thead>
<tr>
<th>Case</th>
<th>Constraints</th>
<th>$g_{bss'}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{rr'}(k_1, k_2, k'_1, k'_2) &lt; 0$</td>
<td>$k_1 \succ k_2 \quad k'_1 \succ k'_2$</td>
<td>$0 \quad 1 \quad 1 \quad 0$</td>
</tr>
<tr>
<td></td>
<td>$k_1 &lt; k_2 \quad k'_1 &lt; k'_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s'$</td>
<td></td>
</tr>
</tbody>
</table>

| $\alpha_{rr'}(k_1, k_2, k'_1, k'_2) > 0$ | $k_1 \succ k_2 \quad k'_1 \succ k'_2$ | $1 \quad 0 \quad 0 \quad 1$ |
|          | $k_1 < k_2 \quad k'_1 < k'_2$ |  |
|          | $s$ |  |
|          | $s'$ |  |

| $\alpha_{rr'}(k_1, k_2, k'_1, k'_2) = 0$ | $k_1 \succ k_2 \quad k'_1 \succ k'_2$ | $1 \quad 1 \quad 1 \quad 1$ |
|          | $k_1 < k_2 \quad k'_1 < k'_2$ |  |
|          | $s$ |  |
|          | $s'$ |  |

Fig. 2. Construction of functions $g_{bss'}$ for the auxiliary OrAnd task

node $s$ all edges $(s, s')$ are of the third type, then an arbitrary state $f(s)$ can be chosen – i.e. the consistency of a labeling does not depend on the state, chosen in that node.

Since the constructed OrAnd task is binary and only of second order, it is exactly solvable (see [3,17] for details). It is easy to see, that in our case it can be solved even more efficiently as in the general case due to the specific type of the functions $g_b$.

Obviously, the initial MinSum task is not permuted submodular if there is no consistent labeling in the constructed OrAnd problem. Let us consider the opposite case – there exists a consistent labeling, i.e. a tuple $\pi$ of relations, which satisfy submodularity conditions (8). As already said, the relations chosen in such a way do not necessarily represent complete orderings of the state set in each node, because this relations may be not transitive. Now we show, that the OrAnd task described above, represents not only the necessary conditions, but sufficient conditions as well. We prove this by showing the following. If there exists at least one consistent labeling in the constructed OrAnd task, than there exists at least one labeling, which corresponds to a complete ordering $\pi$ of the initial MinSum task.

Let us consider a consistent labeling, which does not correspond to a complete ordering. It means, that there exist a node $r$ of the initial task and such three states (let
us denote them \(k_1, k_2\) and \(k_3\), that the chosen relations compose “an oriented cycle”, i.e. \(k_1 \prec k_2, k_2 \prec k_3\) and \(k_3 \prec k_1\) (if there are no such cycles, then the chosen set of relations obviously represents a complete ordering). Let us consider an arbitrary other node \(r'\) of the initial MinSum task and two arbitrary states \(k_1', k_2'\) in that node. Let us assume, that in the chosen set of relations \(k_1' \prec k_2'\) holds (the other situation can be considered analogously). Such a configuration of relations is illustrated in Fig. 3. It follows from the consistency of this labeling (see Fig. 2):

\[
\begin{align*}
\alpha_{rr'}(k_1, k_2, k_1', k_2') &\leq 0 \\
\alpha_{rr'}(k_2, k_3, k_1', k_2') &\leq 0 \\
\alpha_{rr'}(k_3, k_1, k_1', k_2') &\leq 0
\end{align*}
\]

or equivalently

\[
\alpha_{rr'}(k_1, k_3, k_1', k_2') \geq 0 \quad \text{(due to property (6) of \(\alpha\)-s)}.
\]

On the other hand

\[
\alpha_{rr'}(k_1, k_2, k_1', k_2') + \alpha_{rr'}(k_2, k_3, k_1', k_2') = \alpha_{rr'}(k_1, k_3, k_1', k_2') = 0.
\]

Let us consider for instance the pair \((k_1, k_2)\) in the node \(r\), which corresponds to a node \(s\) in the constructed OrAnd task (the same holds for other pairs \((k_2, k_3)\) and \((k_1, k_3)\)). Since the node \(r'\) and the states \(k_1'\) and \(k_2'\) can be chosen arbitrary, it follows:

\[
\alpha_{rr'}(k_1, k_2, k_1', k_2') = 0 \quad \text{for all } (r, r') \in E; \ k_1', k_2' \in K
\]

or equivalently (see Fig. 2)

\[
g_{bss'} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \quad \text{for all } (s, s') \in E_b.
\]

It means, that there are no constraints for the state pair \((k_1, k_2)\) in the initial MinSum task. It can be interpreted as if the corresponding node \(s\) in the constructed OrAnd task
is not connected to any other node. Consequently the state in s (i.e. relation for \( k_1 \) and \( k_2 \)) can be chosen arbitrary without affecting the consistency of the labeling. Therefore it is possible to avoid the situation given in Fig. 3 by choosing e.g. \( k_1 \succ k_2 \) keeping thereby the whole labeling consistent. In doing so submodularity conditions (8) remain satisfied.

Start with \( K' = \{ k \in K \} \) (an arbitrary state from \( K \));
Repeat until \( K' = K \):
1. Take a state \( k \in K/K' \), which is not in the ordered subset \( K' \) yet;
2. If \( k \prec \sup K' \) according to \( \pi_r \), then set \( k \prec k' \) for all \( k' \in K' \), go to 5;
3. Let \( k^* = \inf \{ k' \in K' | k' \prec k \} \);
4. Set \( k \succ k' \) for all \( k' \in K', k' \prec k^* \);
5. Insert \( k \) into \( K' \).

Fig. 4. Algorithm for ordering the state set

It is easy to see, that it is possible to avoid all such directed cycles and to obtain complete orders of the state set in all nodes \( r \) of the initial MinSum task. Obviously, it can be done for each node independently e.g. by the following procedure. Let us denote by \( K' \subseteq K \) a completely ordered subset of \( K \). Consider a node \( r \) and the relations \( \pi_r \) given by a solution of the auxiliary OrAnd task (\( \pi_r \) may be not transitive). The algorithm for ordering the state set in the node \( r \) is given in Fig. 4. Since the subset \( K' \) is completely ordered, the operations \( \sup \) and \( \inf \) are well defined for each non empty subset of \( K' \). Hence it is possible to prove the condition \( k \prec \sup K' \) in step 2 and take \( k^* \) in step 3. Step 2 is necessary only in order to avoid the situation, that the set \( \{ k' \in K' | k' \prec k \} \) in step 3 is empty. In steps 2 and 4 the relations given by the OrAnd task can be changed, but only for those state pairs, which compose an
oriented cycle. Therefore the submodularity conditions remain preserved (as explained before). After the reassignments in steps 2 or 4 there are no oriented cycles in the set \( K' \cup \{ k \} \), i.e. this set is completely ordered. Therefore the set \( K' \) remains completely ordered after step 5. The ordering procedure is illustrated in Fig. 5. Relations, given by the OrAnd task, which are reassigned by this procedure (an example), are shown by dashed arrows.

4 Conclusion

We have shown in this work, that for each permuted submodular MinSum problem the corresponding submodular MinSum problem can be found in polynomial time. It follows, that permuted submodular MinSum problems are exactly solvable by transforming them into corresponding submodular tasks followed by applying standart approaches.

At this point we would like to discuss possible generalizations of our method. It is easy to see, how to extend it for the case of different state sets for each node. It is also not hard to see, that the approach can be extended for permuted submodular tasks of order, higher than two. The main idea of this generalization is based on the fact, that the submodularity of a MinSum task (of arbitrary order) can be formulated using constraints, that are similar to (8) – i.e. they are always defined only for four-tuples of states, independent of the order of the task. Therefore it is again possible to formulate the “task of ordering estimation” as a binary OrAnd problem of only second order – i.e. a solvable OrAnd task. Furthermore, it can be easily seen, that the properties (6) and (7) of \( \alpha \)-s also remain. Therefore it can be again stated, that the constructed OrAnd task represents both necessary and sufficient conditions for the initial MinSum problem to be permuted submodular.

We have already mentioned the disadvantages of the conventional definition of submodularity. This definition does not allow to characterize a class of solvable MinSum problems, because it demands an additional definition – introducing of order of states. The definition of permuted submodularity in contrast does not explicitly relate to an order. Therefore it describes directly a polynomial solvable class. In our opinion this fact is of importance, because it allows “to compare” different solvable classes. For example, in [14, 19] a class of solvable MinSum problems is defined, that does not relate to an order of states. It is shown, that submodular tasks are a special case. Since the class given in [14] does not relate to an order, it can be stated, that permuted submodular tasks are a special case as well. Another example is the following one. There are many algorithms for approximative solutions of general MinSum problems. For some of them (see e.g. [9, 14]) it is known, that they solve submodular problems exactly. However these algorithms work without taking into account an order of states. Consequently, these algorithms solve permuted submodular tasks as well.

Finally, let us discuss possible subjects for future work. The first one is the extention of our approach to other semirings. For some of them this generalization is straighforward (as far as the submodularity and permuted submodularity is defined), for some other cases not. The main difficulty is, that the numbers \( \alpha \) (see (5)) can not be defined, if
the considered semiring has no operation, inverse to $\otimes$ – for example the OrAnd semiring has no operation, inverse to $\land$. Even for MinSum tasks our approach does not work, if there are infinite qualities of $g_{rr'}$ in the task.

At the moment, we do not see clearly a practical application, where the optimization of a permuted submodular functional appears, because in practice functionals to be optimized (their terms of second or higher order) are as a rule known in advance – they often mirror prior knowledge about the particular application. The situation is different, if the parameters of the model (for example the functions $g_{rr'}$) are learned, i.e. not a-priori known. In this context it is necessary to approximate a particular MinSum task by a “nearest” permuted submodular one. Such type of tasks can be seen as a “fuzzy variant” of the auxiliary OrAnd task, described in this work.
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Abstract. Meaningful notions of distance between planar shapes typically involve the computation of a correspondence between points on one shape and points on the other. To determine an optimal correspondence is a computationally challenging combinatorial problem. Traditionally it has been formulated as a shortest path problem which can be solved efficiently by Dynamic Time Warping.

In this paper, we show that shape matching can be cast as a problem of finding a minimum cut through a graph which can be solved efficiently by computing the maximum network flow. In particular, we show the equivalence of the minimum cut formulation and the shortest path formulation, i.e. we show that there exists a one-to-one correspondence of a shortest path and a graph cut and that the length of the path is identical to the cost of the cut. In addition, we provide and analyze some examples for which the proposed algorithm is faster resp. slower than the shortest path method.

1 Introduction

1.1 Metrics for Shapes

The definition of metrics for different classes of objects is a fundamental challenge in Computer Vision. To quantify how similar two given objects are is of central importance for object recognition, clustering, classification, retrieval and statistical modeling. The definition of metrics for a given object class is not a trivial matter, it is typically coupled to the problem of determining a correspondence between parts of one object and parts of the other. The efficient computation of an optimal correspondence is generally a hard computational challenge.

In this paper, we are concerned with the definition and efficient computation of metrics for the class of planar shapes, i.e. closed curves embedded in $\mathbb{C}$. In order to abstract from location and rotation, in this paper the term *shape* refers to the equivalence class of a closed curve in $\mathbb{C}$ under the action of the Special

* This work was supported by the German Research Foundation, grant #CR-250/1-1.
Euclidean group $SE(2)$. Thus, two curves have the same shape if one can be transformed into the other by rotation and translation.

Yet, how do we quantify the distance between two shapes if they are not identical, i.e. if one curve cannot be obtained by rotation and translation of the other? To merely compute the $L_2$-distance between the two curves (up to rotation and translation) will generally not lead to a distance that is consistent with human notions of shape similarity. To mimic human notions of similarity, one needs to take into account that a shape consists of several parts which may be dislocated, articulated or missing from one shape to the other. The computation of the shape distance will then require to robustly match respective points of one curve to points of the other. To propose a novel framework for shape matching which allows to efficiently compute this correspondence is the key contribution of this paper.

1.2 Related Work and Contribution

The study of shape and shape similarity has a long tradition going back to works of Galilei [8] and Thompson [21]. From a wealth of literature on shape and shape metrics, we will merely discuss a few more closely related works. A review of the history of shape research can be found in [5]. A mathematical definition of shape as the equivalence class under a certain transformation group goes back to Kendall [13]. A shape metric based on the computation of elastic deformations between two shapes was developed in [8]. There exist numerous shape descriptors which capture the local shape by means of differential or integral invariants, the most commonly considered descriptor being curvature [17]. For a detailed discussion of different kinds of invariants we refer to [15].

In this work, we are not focused on the introduction of new invariants, but rather on the question of how to efficiently compute a matching given any local shape descriptor. Ideally the matching should aim at putting in correspondence points on each shape that have similar local descriptors, at the same time it should penalize local stretching or shrinking of one curve with respect to the other. Traditionally this shape matching has been cast as a shortest path problem through a two-dimensional planar graph, the edge weights of which incorporate the distance of the local descriptors and a penalty for local stretching [16,11,3,2,4,14,22,19,18]. While a shortest path through the respective graph can be computed efficiently using Dynamic Time Warping (DTW), one of the key drawbacks of this approach is that Dynamic Time Warping requires a corresponding point pair for initialization. The most current methods therefore apply DTW for all possible initial correspondences, and then select the minimum of all computed shortest paths as the distance between the two shapes. More efficient formulations were proposed in [19,11].

In this work, we will cast the shape matching problem as a problem of finding the minimum cut through a graph. In contrast to the shortest path formulation, the graph cut approach does not require a separate optimization over the initial correspondence. While the graph cut method has recently obtained
considerable attention in the Computer Vision community, it has been mainly applied to the problems of image segmentation and stereo reconstruction \cite{11,12}. To the best of our knowledge, the idea of shape matching using graph cuts is new.

In the next section, we will construct a graph such that the matching of two shapes is equivalent to a cut through the graph. As a consequence, an optimal matching can be computed by finding the minimal cut. In Section 3, we show the equivalence of the graph cut formulation with the traditional shortest path formulation. In Section 4, we present an integral descriptor to approximate the curvature. This descriptor provides a robust matching with respect to articulations and noise as we will show in Section 5. To analyze the runtime, we compare an example for which the proposed method outperforms the shortest path method with an example of the opposite property and in Section 6 we provide a conclusion.

2 Shape Matching Via Graph Cuts

In the following, we will cast the problem of matching two planar shapes as a problem of cutting an appropriate graph. First, we will present the connection between continuous matchings and cutting a cylinder into two different surfaces. Afterwards, we will formulate the cylinder as a graph and the matching problem as a graph cut problem.

2.1 Connection Between Matchings and Graph Cuts

It is well known that the curvature of a curve $c : \mathbb{S}^1 \rightarrow \mathbb{C}$ is invariant under rigid body motions. Thus, every shape $C$ is uniquely represented by its curvature function $\kappa : \mathbb{S}^1 \rightarrow \mathbb{R}$. The set of all shapes will form the shape space $S$ which can formally be defined as the orbit space of all uniform embeddings $\text{Emb}_u(\mathbb{S}^1, \mathbb{C})$ under the left action of the Special Euclidian Group $\text{SE}(2)$.

Besides rigid body motions, other shape transformations are possible. In most applications, we want to detect local stretching or contraction. Hence, we are looking for a direct correspondence mapping which maps the points of one shape to the correspondent points of the other shape. Since the points of a shape form an arbitrary subset of the plane $\mathbb{C}$, it is easier to find the correspondence directly on the parameterization domain $\mathbb{S}^1$ (cf. Figure 1).

To avoid self-occlusions during the matching process, a matching can be modeled via an orientation-preserving diffeomorphism $m : \mathbb{S}^1 \rightarrow \mathbb{S}^1$ that maps points of the first parameterization domain to the corresponding points of the second parameterization domain. On the space of these matchings, we will define a functional $E : \text{Diff}^+(\mathbb{S}^1) \rightarrow \mathbb{R}^+$ that measures the goodness of a matching. The goal of a matching algorithm is to find the minum of $E$ which will mainly measure the $L^2$-distance of the curvature functions. But since any matching $m$ allows to stretch and to contract a given shape until it fits to another shape, it is possible that a part of one shape collides to an arbitrary small interval on the other
Fig. 1. Matching and disparity function. Left hand side: Matching two shapes amounts to computing a correspondence between pairs of points on both shapes. Right hand side: Instead of looking for a mapping $M : C_1 \to C_2$, a matching $m : \mathbb{S}^1 \to \mathbb{S}^1$ is defined on the parameterization domain. The distance between $s$ and $m(s)$ defines the disparity function $d : \mathbb{S}^1 \to \mathbb{R}$.

shape. To avoid this side effect, the elastic variation of a matching is penalized. Thus, we are interested in the following energy functional

$$E(m) := \int_{\mathbb{S}^1} \left[ \kappa_1(s) - \kappa_2(m(s)) \right]^2 \sqrt{1 + (m'(s))^2} \, ds + \alpha \cdot \int_{\mathbb{S}^1} |1 - m'(s)| \, ds.$$  

In most applications, we are interested in the disparity function $d : [0; 2\pi] \to \mathbb{R}$. This disparity $d(s) := s - m(s)$ can be used to denote the displacement of each point on one contour when mapped to the other. (cf. Figure 11). The energy functional becomes with respect to $d$ the energy functional that was used in

$$E(d) := \int_{0}^{2\pi} \left[ \kappa_1(s) - \kappa_2(s - d(s)) \right]^2 \sqrt{1 + (1 - d'(s))^2} \, ds + \alpha \int_{0}^{2\pi} |d'(s)| \, ds. \quad (1)$$

In the following, the matching problem will be formulated as a disparity problem. Since a disparity $d$ has the circle $\mathbb{S}^1$ as parameterization domain and the real numbers $\mathbb{R}$ as image set, the graph $\Gamma(d)$ of $d$ is a closed curve on the cylinder $\mathbb{S}^1 \times \mathbb{R}$. We will call this cylinder the \textit{disparity cylinder}.

On the other hand, the graph $\Gamma(m)$ of a matching mapping $m : \mathbb{S}^1 \to \mathbb{S}^1$ presents a loop on the torus $\mathbb{S}^1 \times \mathbb{S}^1$. Therefore, the question arises how the loop $\Gamma(m)$ on the torus relates to the loop $\Gamma(d)$ on the cylinder. To illustrate this connection, we present a geometrical approach to obtain the disparity cylinder. In Figure 2, the graph of the matching mapping id is represented by a \textit{diagonal loop}. If we cut the given torus open along $\Gamma(id)$, we obtain a cylinder with $\Gamma(id)$ as left and right boundary. These boundaries represent the graph of the disparity

\footnote{While the authors of [15] implemented [11], they omitted the scaling factor $\sqrt{1 + (1 - d'(s))^2}$ in their formulation. Moreover, they claimed to integrate the $L^2$-distance of $d'$ instead of the $L^1$-distance.}
Fig. 2. **Disparity cylinder.** The two curves $C_1$ and $C_2$ are both parameterized over $S^1$. The product space $S^1 \times S^1$ of all possible correspondences forms a torus (left hand side of the top row). If we cut this torus open along the diagonal, we receive a cylinder of which a small patch is shown in the top row on the right hand side. Here every vertical row shows matchings of constant disparity which can be obtained by an $s-t$-separating graph cut. To allow the dual edge set of a graph cut to pass through faces of constant disparity, we use a cylinder of which a small patch is shown in the bottom row on the right hand side.

function $d(s) = 0$ and $d(s) = 2\pi$ respectively. Since we do not like to restrict the values of any disparity function to the interval $[0; 2\pi]$, we glue different copies of this cylinder together to obtain a bigger cylinder. On this cylinder, the former torus loop $\Gamma(\text{id})$ becomes the cylinder loop $\Gamma(0)$. Therefore, disparity loops and matching loops are directly coupled and any disparity loop provides a boundary separating cut.

In the next section, we will model the cylinder via an algebraic graph $G$. In this construction, we have to take into account that the dual edge set of any cut will be a sufficient representation of a disparity function and vice versa (cf. Theorem 3).

### 2.2 Graph Construction

As we have sketched above, we want to define a **cylindrical graph** in a way that the minimal graph cut will separate the two boundaries from one another. Therefore,
we will place the source and the sink near either of these boundaries. By doing so, a cut that separates source from sink will also separate the boundaries of the cylinder. In addition, the cut shall represent a disparity function \( d : S^1 \to \mathbb{R} \). In this context, the circle \( S^1 \) represents the points on the first shape and the disparity \( d(s) := s - m(s) \) encodes the shift on the second shape that is necessary to receive an appropriate match.

One might believe that the cylinder could become arbitrarily long. However since self-occlusions are not allowed for a matching, the disparity can only vary within an interval of length \( 2\pi \). Since the starting disparity starts within the interval \([0; 2\pi]\), all disparity functions can be shifted in a way that afterwards, they are relocated within the interval \([-2\pi; 2\pi]\). Formally, this is stated in the following theorem.

**Theorem 1.** Any disparity function \( d : S^1 \to \mathbb{R} \) has an equivalent representation \( \hat{d} : S^1 \to [-2\pi; 2\pi] \).

**Proof.** Since \( m \) has only positive derivatives, the derivative of \( d \) is bounded from above by 1. Therefore, the image set of \( d \) can be reduced to a compact interval \([D_1; D_2]\) whose length is not bigger than \( 2\pi \). Since any disparity function starts at a disparity point \( d_0 \in [0; 2\pi] \) which is equivalent to a disparity point \( \hat{d}_0 = d_0 - 2\pi \in [-2\pi; 0] \), any disparity function has a representation \( \hat{d} : S^1 \to [-2\pi; 2\pi] \).

As illustrated at the right hand side in the top row of Figure 2 the canonical graph inhibits a path along vertices of constant disparity. Therefore, we choose a graph \( G \) with the property that the dual graph \( G^* \) allows three different transitions that are sketched on the right hand side in the bottom row of Figure 2. The explicit construction of this graph is the goal of this section.

According to Theorem 1 it suffices to model a compact cylinder instead of a cylinder whose boundaries are positioned at infinity. This cylinder shall be represented by the Cartesian product of an interval \( I \) and a circle \( S \):

\[
I := \{- (N + 0.5), \ldots, -1.5, -0.5, 0.5, 1.5, \ldots, N + 0.5\}
\]

\[
S := \{0, 0.5, 1, \ldots, N - 1, N - 0.5\}
\]

Note that the circle is represented by a modulo space to assure that by increasing the points on the circle, we will eventually return to the starting point. Formally, \((N - 0.5) + 0.5 \equiv 0 \mod N\).

Now, we can construct the cylindrical graph \( G = (V, E, s, t, c) \) with vertices \( V \), edges \( E \subseteq V \times V \), source \( s \in V \), sink \( t \in V \) and the capacity function \( c : E \to [0; \infty] \). We define the set of vertices \( V := Z \cup \{s, t\} \) as the disjoint union of the cylinder \( Z := I \times S \) with the set of the source \( s \) and the sink \( t \). Therefore, every vertex \( v = (v_d, v_x) \in Z \) consists of a disparity value \( v_d \) and a point \( v_x \) on a circle. Here, \( v_x \) shall encode a point on the first shape \( C_1 \) and \( v_x - v_d \) a point on the second shape \( C_2 \). Thus, \( v_d \) encodes the disparity \( d(v_x) \). Note that if \( v_d \) is an integer, the pair \( (v_d, v_x) \) is not an element of \( Z \). Some of these
integer pairs shall in fact represent the faces of the cylinder. Every graph cut
cuts the cylinder open along these faces and describes a closed path in the dual
graph $G^*$. Therefore, the pairs $(v_d, v_x)$ with an integer $v$ are mainly reserved
for a convenient representation of the graph cut. Let us return to the graph
construction. The edges $E$ shall connect the source $s$ with the left boundary of
the cylinder and the right boundary of the cylinder with the sink $t$ (cf. Figure 2).
Moreover, some direct neighbors on the cylinder are connected in a way that a
structure like a brick wall emerges (cf. Figure 3):

$$
E := \{s\} \times \{-(N + 0.5)\} \times \{t\} \cup
(N + 0.5) \times \{-(N + 0.5)\} \times \{t\} \cup
\{(v^1, v^2) \in Z \times Z | v^2 - v^1 = \pm(0.5)\} \cup
\{(v^1, v^2) \in Z \times Z | v^2 - v^1 = (0.5)\} \cup
\{(v^1, v^2) \in Z \times Z | v^2 - v^1 = (0.5)\} \cup
\{(v^1, v^2) \in Z \times Z | v^1 - v^2 = (0.5)\} \cup
\{(v^1, v^2) \in Z \times Z | v^1 - v^2 = (0.5)\} \cup
$$

With this construction every rectangular patch

$$
F_{d,x} := [d - 0.5; d + 0.5] \times \left[ x - \frac{d + 1}{2}; x - \frac{d - 1}{2} \right]
$$

will carry the disparity information of an appropriate matching. In the next sec-
tion, we show the equivalence of the graph cut approach and the usual shortest
path method. Since the capacity $c$ shall encode the functional $\|f\|_1$, we are inter-
ested in the squared curvature difference as a measure of similarity. Therefore,
we may define the curvature similarity function $(x, y) \mapsto (\kappa_1(x) - \kappa_2(y))^2$
between a point $x$ on shape $C_1$ and a point $y := x - d$ on shape $C_2$. Now, this function
can be discretized via a similarity matrix $M \in \mathbb{R}^{N \times N}$ for any given $N \in \mathbb{N}$. This
matrix measures the similarity on the vertices of discretized shapes. Since the
capacities of the graph $G$ shall carry the similarity of shape edges, this is done
by integrating the curvature similarity function. Together with the smoothness
term $\alpha$ in $\|f\|_1$, we introduce the capacity function:

$$
c(e) :=
\begin{cases}
\frac{m_{x,x-d+m_{x+1,x+1}- (d+1)}}{2} + \alpha, & \text{if } e = \left( \frac{d+0.5}{x - \frac{d+1}{2}}, \frac{d+0.5}{x - \frac{d-1}{2}} \right) \\
\frac{m_{x,x-d+m_{x+1,x+1}-d}}{\sqrt{2}} + \alpha, & \text{if } e = \left( \frac{d-0.5}{x - \frac{d-1}{2}}, \frac{d+0.5}{x - \frac{d-1}{2}} \right) \\
\frac{m_{x,x-d+m_{x,x-(d+1)}}}{2} + \alpha, & \text{if } e = \left( \frac{d-0.5}{x - \frac{d-1}{2}}, \frac{d-0.5}{x - \frac{d-1}{2}} \right) \\
\infty, & \text{else}
\end{cases}
$$

In the next section, we will see that the explicit choice of the capacities will in
fact lead to the equivalence of the graph cut approach and the shortest path
method. To conclude the construction, we like to define the dissimilarity of two given shapes in the mean of minimal graph cuts:

Definition 1 (Shape Distance). Given two shapes $C_1$ and $C_2$ with their discretized curvature dissimilarity matrix $M \in \mathbb{R}^{N \times N}$. Via this matrix the above graph $G = (V, E, s, t, c)$ is defined. We will call

$$\text{dist}(C_1, C_2) := \min_{V=\mathcal{S} \cup \mathcal{T}} \sum_{s \in \mathcal{S}, t \in \mathcal{T}, e \in E \cap (S \times T)} c(e)$$

the distance between the shapes.

3 Equivalence to Shortest Path Formulation

In this section, we present the equivalence between the graph cut method and the shortest path method. To this end, we will show that every cut of the graph represents a disparity function and vice versa. In addition, we will show that a minimal graph cut of $G$ represents a disparity function that minimizes the functional (1).
As we have pointed out, the graph $G$ describes the surface of a closed cylinder and thus, induces a set $F = \{ F_{d,z} \}$ of faces. Since every edge $e \in E$ separates a right face $f_r(e) \in F$ from a left face $f_l(e) \in F$, a weighted dual graph $G^* = (F, E^*, w)$ can be defined as follows:

$$ e^* := (f_r(e), f_l(e)) \quad \quad w(e^*) := c(e). $$

In the following theorem, we will show that any graph cut of $G$ will provide a cycle in the dual graph $G^*$ which separates the two boundaries of the cylinder from one another.

**Theorem 2.** Let $G = (V, E, s, t, c)$ the cylindrical graph introduced in the last section and $S, T \subset V$ a minimal cut with cut edges $X = E \cap (S \times T)$. Then, the dual set $X^* \subset E^*$ is a cycle in the dual graph $G^*$. Moreover, $X^*$ separates the two boundaries of the cylinder from one another.

**Proof.** Since $G$ is a planar graph, every cut edge set and especially the minimal cut edge set $X$ provides a cycle $X^*$ in $G^*$ [23]. Because the cut $(\tilde{S}, \tilde{T})$ with

$$ \tilde{S} := \{(v_x, v_d) \in Z|v_d < 0\} \cup \{s\} \quad \text{and} \quad \tilde{T} := \{(v_x, v_d) \in Z|v_d > 0\} \cup \{t\} $$

has finite cut edge costs, there is no edge of infinite capacity in the minimal cut edge set $X$. Therefore, the left boundary of the cylinder $Z$ belongs to $S$, the right boundary of $Z$ belongs to $T$ and the path $X^*$ separates the two boundaries from one another. \qed

Since every disparity $d$ separates the two boundaries of the cylinder from one another, $d$ encodes a graph cut in $G$. According to the possible transits of the dual cut path $X^*$ (right hand side of Figure 3), $X^*$ describes the discretized graph of a function and not a relation which would imply a movement of a path to the right or to the left that do not have an upward component. Therefore, we have proven the following theorem.

**Theorem 3.** Given the graph $G$, the dual edge set of any cut is a representation of a disparity function and vice versa. \qed

Summarized, we have shown that the graph cut method covers the whole space of disparity functions. Now, we will approach the energy functional [11] itself and show that the cut edge costs of any cut $X$ is equal to the cost of an equivalent path according to the shortest path method. To this purpose, we will revisit this method. It chooses an initial matching $(1, y) \in \mathbb{S}^1 \times \mathbb{S}^1$ and afterwards, cuts the image set $\mathbb{S}^1 \times \mathbb{S}^1$ open along the two curves $\{1\} \times \mathbb{S}^1$ and $\mathbb{S}^1 \times \{y\}$. By doing so, one receives a square and the graph of an arbitrary matching $m: \mathbb{S}^1 \rightarrow \mathbb{S}^1, m(1) = y$ becomes a path from $(0,0)$ to $(2\pi, 2\pi)$. Discretizing this square and using the Dynamic Time Warping algorithm, the energy $E(m)$ is minimized over all mappings fulfilling $m(1) = y$. By varying now the fixed value
$y \in \mathbb{S}^1$, the minimum of $E(m)$ will eventually be found. Therefore the algorithm can mathematically be summarized as

$$\min_{m \in \text{Diff}^+(\mathbb{S}^1)} E(m) = \min_{y \in \mathbb{S}^1} \min_{m(1) = y} E(m).$$

The proposed graph cut approach on the other hand, calculates the minimum of $E$ directly by exploiting the dual properties of planar graphs. We want to emphasize that the choice of an initial matching is a challenging task, since a continuous variation of a shape will lead to discrete jumps in the matching. By using graph cuts, we solve this problem continuously, since the used graph cut algorithm [11] uses the max-flow minimal-cut theorem [17]. In [15] the functional [11] was represented by a graph with the following edge costs $c_{SP}$:

- $c_{SP}((x, y), (x + 1, y)) = \frac{m_{x,y} + m_{x+1,y}}{2} + \alpha$
- $c_{SP}((x, y), (x + 1, y + 1)) = \frac{m_{x,y} + m_{x,y+1}}{\sqrt{2}}$
- $c_{SP}((x, y), (x, y + 1)) = \frac{m_{x,y} + m_{x,y+1}}{2} + \alpha$

In the proposed graph cut approach, we have to translate the notion $(x, y)$ into the notion $(d, x)$, whereas $d := x - y$. The graph cut costs $c_{GC}$ become therefore respectively (cf. Figure 3 and 2):

- $c_{GC}(F_{d,x}, F_{d+1,x+1}) = \frac{m_{x,x-d} + m_{x+1,x+1-(d+1)}}{2} + \alpha = c_{SP}((x, y), (x + 1, y))$
- $c_{GC}(F_{d,x}, F_{d,x+1}) = \frac{m_{x,x-d} + m_{x+1,x+1-d}}{\sqrt{2}} = c_{SP}((x, y), (x + 1, y + 1))$
- $c_{GC}(F_{d,x}, F_{d-1,x}) = \frac{m_{x,x-d} + m_{x,x-(d-1)}}{2} + \alpha = c_{SP}((x, y), (x, y + 1))$

This proves the equivalence of the graph cut algorithm and the shortest path method to calculate an optimal matching of two given shapes.

### 4 Integral Invariants and Curvature

The shape matching via graph cuts as introduced above relies on local features such as curvature. In practice, these need to compute in a robust manner. To this end, [15] introduced features via integrals. Since these features were invariant under rigid body motions, they were called integral invariants. One of these integral invariants approximated the curvature by calculating the intersection of the shape’s interior and a circle of fixed radius $r$ (cf. Figure 14).

In contrast to [15], we perform a Taylor approximation of the invariant which is exact up to first order. Therefore, consider $c : \mathbb{S}^1 \rightarrow \mathbb{C}$ a closed curve with
its curvature function $\kappa : \mathbb{S}^1 \to \mathbb{R}$. Near the point $c(t)$, the curve $c$ can be described via a circle with radius $R(t) := \frac{1}{\kappa(t)}$. This approximation is a second order approximation of $c$. For a radius $r$, let $A_r$ be the area of the set $\{ x \text{ inside } c \mid \| x - c(t) \|^2 \leq r^2 \}$. Thus, we obtain

\begin{align*}
A_r \approx & \int_{-a}^{a} \sqrt{R^2 - \tau^2} - \left[ R - \sqrt{r^2 - \tau^2} \right] \, d\tau \\
= & R^2 \sin^{-1} \left( \frac{a}{R} \right) + r^2 \sin^{-1} \left( \frac{a}{r} \right) - Ra
\end{align*}

whereas $a = \sqrt{r^2 - \left( \frac{r^2}{2R} \right)^2}$. Introducing $\varphi := \sin^{-1} \left( \frac{r}{2R} \right)$, we receive

\begin{align*}
\frac{A_r}{r^2} \approx & \frac{1}{2} \left( \frac{\varphi}{\sin(\varphi)^2} - \frac{\cos(\varphi)}{\sin(\varphi)} \right) + \frac{\pi}{2} - \varphi
\end{align*}

The linear Taylor approximation of the right hand side leads to the expression $\frac{\pi}{2} - \frac{2}{3} \varphi$. Therefore, the curvature $\kappa$ can be approximated via

$$
\kappa \approx \frac{2}{r} \sin \left( \frac{3\pi}{4} - \frac{3A_r}{2r^2} \right)
$$

Note that the quadratic approximation error can be reduced by decreasing the radius $r$. Moreover, $\kappa = \lim_{r \to 0} \frac{2}{r} \sin \left( \frac{3\pi}{4} - \frac{3A_r}{2r^2} \right)$. In our implementation, we used the right hand side of (3) to calculate the curvature function of a given curve.

5 Experimental Results

In this section, we will present the results of the presented matching method. by starting with some applications like articulations and noise. In the last subsection, we will analyze the runtime of the graph cut method and the shortest path method. Except for the noise examples, we always used shapes that were provided by the LEMS laboratory of the Brown University.
Fig. 5. Articulation. The matching is visualized via numbered shape points. Left: The original shape with 10 selected points. Middle: A shape with an articulated thumb. Right: A shape with two articulated fingers.

Fig. 6. Gaussian noise. The matching between an original hand and a hand added with Gaussian noise is visualized. From left to right the standard deviation is $\sigma = 0, 0.5, 1, 3, 4$. At $\sigma = 4$ a matching starts to collapse (cf. point 4).

5.1 Matching with Articulated Parts

In practice, a shape is the 2D-projection of a given 3D-object. To match two different images of the same object, we have to take the flexibility of the 3D-object into account. The simplest way in doing so, is to allow a certain bending of the given shape. In Figure 5 a matching is visualized by showing some correspondent points on three given shapes. As we can see, the graph cut approach handles the matching of articulated parts in both cases very well.

5.2 Robustness to Noise

Every task in Computer Vision has to deal with the uncertainty of the observed data. Thus, any matching method has to handle this task in the best way possible. Since we are using an integral description of the curvature (cf. Section 4), this task is handled until we reach a point where even a human has its problems to recognize the object. In Figure 6 we see a hand with increasing Gaussian noise which is added in normal direction of every shape point. Until a standard deviation of $\sigma = 4$ is reached, the matching method works accurately. Besides these generated examples, Figure 7 shows that the matching for real data works also very well.
5.3 Comparison with Dynamic Time Warping

In comparison with the shortest path method using Dynamic Time Warping, it is not clear whether the Graph Cut method is faster or slower. In fact, there are examples for which the proposed Graph Cut method is faster and other examples for which the Dynamic Time Warping method outperforms the Graph Cut method. In this section, we will analyze two of these examples to make some performance assumptions.

In Figure 8 we see that for similar shapes the proposed method outperforms the DTW method. On the other hand, for different shapes the opposite is the case. Therefore, it looks like the Graph Cut method handles similar shapes quite easier than un-similar shapes. It is a known fact that the efficient calculation of a maximum flow within a network depends highly on the edges’ capacities. Unfortunately, this disadvantage of graph cut applications can create the bottleneck of the shape matching method for some examples. If two shapes $C_1, C_2 \in S$ are similar to one another, $\text{dist}(C_1, C_2)$ and thus the maximum flow is quite small. In other words, the maximum flow is close to the initial flow which is zero. Therefore, the amount of augmented paths that has to be examined by
the Graph Cut algorithm is rather small and the proposed method works nearly instantly.

Note that the central advantage of the Graph Cut approach is the fact that every cut provides a cycle within the dual graph. Therefore the path \( X^* \) that has been induced by a minimal cut \( X \) fulfills always the constraint of being a closed path. Since this constraint has to be forced on the shortest path method, the DTW method always need \( O(N^3) \) calculation steps which is a disadvantage for similar shapes. For very different shapes, the DTW method does its job well and outperforms the more sophisticated Graph Cut method in finding the minimal matching whose semantic in the meaning of matching is of course quite questionable.

### 5.4 Graph Cut Algorithm

For the implementation of the shape matching, we used the implementation presented in [4] which works for segmentation problems in linear time. Unfortunately, this algorithm does not always provide a linear runtime in the size of the graph for the shape matching context. But as we have seen above, it outperforms the shortest path algorithm in some cases.

The minimum-cut maximum-flow algorithm of [4] was developed to handle energy minimization problems in Computer Vision. This algorithm looks for augmenting paths from source to sink and updates the flow accordingly. To this end, it constructs a search tree to decide which paths are good candidates of an augmenting path. Since the method depends highly on the amount of augmented paths that have to be considered, this method is fast for a shape matching scenario which starts with a flow that is close to the maximum flow. This is always the case for similar shapes, i.e. \( \text{dist}(C_1, C_2) \approx 0 \). Because the method looks for the whole matching in a continuous manner, the difficult task of finding a starting match is done on the fly by the used method.
6 Conclusion and Future Work

In this paper, we proposed a polynomial-time algorithm for matching two planar shapes which is based on casting the matching problem as one of computing the minimal cut through a 2D graph embedded in $\mathbb{R}^3$. We proved that the graph cut problem is equivalent to the traditional shortest path formulation. However, in contrast to the previously proposed solution by Dynamic Time Warping (DTW), the graph cut formulation allows to circumvent the complete search over an initial correspondence. The minimum cut is computed by solving the dual maximum flow problem. The matching is by construction invariant to rigid body motions. In addition, experimental results show that shapes can be reliably matched despite articulation of parts and significant amounts of noise. Runtime comparisons between the proposed graph cut formulation and DTW indicate that the proposed method outruns the DTW method at least for similar shapes. Further effort is focused on obtaining additional speed-up, by considering a more suitable max-flow algorithm. There have been practical improvements of the DTW method \[11\]. At the same time, we expect that more adapted graph cut algorithms may lead to similar speedups.
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Abstract. Classic mosaic is one of the oldest and most durable art forms. There has been a growing interest in simulating classic mosaics from digital images recently. To be visually pleasing, a mosaic should satisfy the following constraints: tiles should be non-overlapping, tiles should align to the perceptually important edges in the underlying digital image, and orientation of the neighbouring tiles should vary smoothly across the mosaic. Most of the existing approaches operate in two steps: first they generate tile orientation field and then pack the tiles according to this field. However, previous methods perform these two steps based on heuristics or local optimisation which, in some cases, is not guaranteed to converge. Some other major disadvantages of previous approaches are: (i) either substantial user interaction or hard decision making such as edge detection is required before mosaicing starts (ii) the number of tiles per mosaic must be fixed beforehand, which may cause either undesired overlap or gap space between the tiles. In this work, we propose a novel approach by formulating the mosaic simulating problem in a global energy optimisation framework. Our algorithm also follows the two-step approach, but each step is performed with global optimisation. For the first step, we observe that the tile orientation constraints can be naturally formulated in an energy function that can be optimised with the $\alpha$-expansion algorithm. For the second step of tightly packing the tiles, we develop a novel graph cuts based algorithm. Our approach does not require user interaction, explicit edge detection, or fixing the number of tiles, while producing results that are visually pleasing.

1 Introduction

Mosaic is one of the most ancient and durable art forms. Since ancient Greek and Roman times, people used beautiful, fascinating mosaics to decorate floor pavements, wall murals and ceilings. Classic mosaics are composed of a huge number of small tiles with regular shapes, such as rectangles and squares. Simulating classic mosaics automatically is one of the areas in non-photorealistic rendering that has been investigated by many researchers. In recent years, there has been a rapid growth in non-photorealistic rendering techniques, since such techniques can emphasise important aspects of a scene and create digital art.
There are two main challenges for mosaic simulating. First, tile orientations should emphasise the edges of perceptually important shapes in the image. This is achieved by placing tiles parallel to the edges to be emphasised. In addition, tiles must be packed tightly while preserving their completeness. Inspired by the artists’ work, many approaches have been developed for simulating this process.

An early and successful work on rendering classic mosaics was introduced by Hausner [1], see Fig. 1(a). In Hausner, the user is required to identify the perceptually important edges. Then the distance transform to these edges is computed, and the gradients of this distance map are adopted as the tile orientations. Finally the Centroidal Voronoi Diagram (CVD) based on Manhattan distance is used to pack the tiles, assuming that the number of tiles is known.

Elber and Wolberg [2] also require a user to draw several closed curves around the edges to be emphasised. A set of offset curves parallel to the feature curves is computed to generate the orientation guide curves. These curves are trimmed to eliminate self-intersection. Tiles are packed along these orientation guide lines under the constraint that they should not touch each other and the gap space between them is small. See Fig. 1(b) for their result.

The above approaches can produce visually pleasing results. However both approaches are based on local heuristics which lead to certain problems. In Hausner, the two main problems are: (a) the convergence of CVD algorithm is not guaranteed and (b) the tile orientations change drastically at the discontinuities of the distance transform gradient map, but these discontinuities usually do not coincide with intensity edges. In Elber and Wolberg’s approach, there is

![Fig. 1. Previous work: (a) Result from Hausner [1]. (b) Artifacts created by Elber and Wolberg [2]. The feature curve outlined by the user is in white. Notice that even the tiles that are far away in the background are still aligned with the outline of the dinosaur, even though perceptually significant edges are present in the background.](image)
big gap space where the curvature of the orientation guide curve is very large and discontinuity in tile orientations at the skeletons of the closed feature curves provided by the user. In addition, both of these approaches require large amount of user interaction to draw the feature edges. Furthermore, in [11], the number of tiles per mosaic image has to be fixed before the algorithm’s start, which causes either a lot of undesired overlapping or large gap space. An additional drawback of Elber and Wolberg’s approach is that the tiles in the background which are far away from the foreground objects are also aligned with the feature curves outlined by the user, which creates the artifacts shown in Fig. [1(b)]

Other approaches for simulating classic mosaics include Di Blasi and Gallo [8], Battiat et. al [11], Schlechtweg et al. [9]. All of these approaches are based on local optimisation. Some of them replace the user drawn curves with the results of an edge detector. However the state of the art in edge detection does not allow yet to find perceptually important edge robustly. Some commercial image processing software also tries to simulating the visual effects of mosaics, such as Adobe Photo shop [6], but they actually perform simple resolution reducing processing which does not create effects similar to classic mosaics.

The goal of our work is automatic classic mosaic simulation without user interaction or explicit edge detection. We observe that we can formulate the tile orientation estimation and tile packing steps in a global energy optimisation framework, which helps to avoid the problems of local optimisation mentioned above. Like the previous approaches, we wish to make tiles align to perceptually important edges in the image while optimising the gap space between tiles. Unlike the previous approaches, we completely prohibit overlapping tiles.

Our algorithm has three major steps. In the first step, we generate a tile orientation field. Each tile is encouraged to take orientation that aligns it to the nearby strong intensity edges (if any) in the underlying image. In addition, tile orientations are encouraged to vary smoothly over the image, which forces the tiles to create a pleasing visual effect and also helps to reduce gap space between tiles, since there is less gap space between neighbouring tiles with similar orientations. We can encode the strong edge alignment and smoothness constraints in a global energy function which we then optimise with the $\alpha$-expansion algorithm of [17]. The benefits of this approach to tile orientation generation is that smoothness of tile orientations is enforced globally in the whole image (unlike the distance transform approaches), and explicit edge detection (either by the user or an edge detector) is eliminated. None of the existing methods addresses the smoothness of tile orientations with global optimisation. We chose the $\alpha$-expansion algorithm of [17] because it has been successfully applied to many optimisation problems in vision and graphics, such as texture synthesis [5], image stitching [9, 10] and stereo correspondence [6, 11, 12].

After we have generated a smooth orientation field for the tiles, we can begin mosaic building. Unfortunately, if we formulate tile packing for the final mosaic as a global optimisation in the straightforward manner, the resulting energy is prohibitively expensive to optimise, since the tile packing problem is essentially a bin-packing problem. Our solution is inspired by the texture synthesis [5] and
image stitching algorithms [3,10]. We generate several mosaic layers and stitch them together to form a final mosaic.

Thus the second step of our algorithm is generating multiple candidate mosaic layers, using a reasonable heuristic. These layers are usually not good enough to be visually pleasing. There may be large gap space between tiles and many tiles might cross sharp intensity edges, which blurs the final mosaic since the tile colour is the average colour of the image pixels it covers. In the third and final step, we develop a novel layer stitching algorithm, that selects good parts from all the candidate layers and stitches them together to form the final mosaic. Here “a good part” means a region in a candidate mosaic layer where the tiles are packed tightly and do not cross strong intensity edges. This third step is also done in the energy optimisation framework. The constraints of gap space minimisation, edge avoidance, and prohibiting tile overlap are encoded in an energy function, which is then optimised with a novel graph cuts based optimisation algorithm.

2 Energy Optimisation with Graph Cuts

In this section, we briefly review graph cuts based optimisation. Many problems in vision and graphics can be naturally represented as labelling problems, such as image segmentation, stereo, and motion. Let \( \mathcal{P} \) be the set of all image pixels and suppose for each \( p \in \mathcal{P} \) we wish to assign some label \( f_p \in \mathcal{L} \). Let \( f = \{ f_p | p \in \mathcal{P} \} \) be a labelling that assigns each pixel \( p \in \mathcal{P} \) a label \( f_p \in \mathcal{L} \). The following energy function is formulated to measure the quality of \( f \):

\[
E(f) = E_{\text{smooth}}(f) + E_{\text{data}}(f)
\]

(1)

Here, \( E_{\text{smooth}} \), which is often called the smoothness term, measures the extent to which \( f \) is not smooth. \( E_{\text{data}} \), usually called the data term, measures how pixels in \( \mathcal{P} \) like the labels that \( f \) assigns them. \( E_{\text{data}} \) is often formulated as

\[
E_{\text{data}}(f) = \sum_{p \in \mathcal{P}} D_p(f_p)
\]

(2)

where \( D_p \) is the penalty for assigning pixel \( p \) the label \( f_p \). A typical choice for \( E_{\text{smooth}} \) is

\[
E_{\text{smooth}} = \sum_{\{p,q\} \in \mathcal{N}} V_{pq}(f_p, f_q)
\]

(3)

Usually, \( \mathcal{N} \) consists of pairs of immediately adjacent pixels, that is the interactions are given by the standard 4-connected grid. Graph cut [4] has been proved to be very successful in optimising these types of energies [13]. We use max-flow implementation of [14] for computing minimum cut.

3 Simulating Classic Mosaics with Graph Cuts

In this section, we give a detailed description of our algorithm. In section \( \ref{sec:3.1} \) we give some necessary definitions, in section \( \ref{sec:3.2} \) we explain the first step of our
algorithm, which is generating smooth tile orientations, in section 3.3 we explain the second step of our algorithm, which is generating multiple candidate mosaic layers, and finally, in section 3.4 we explain our last step, which is stitching the candidate mosaic layers together to obtain the final optimised mosaic.

3.1 Notation and Definitions

Let \( I \) be the rectangular image grid where we want to place the tiles and let \( \mathcal{P} \) be the collection of all pixels inside \( I \). We assume that all tiles are square with the side \( t\text{Size} \). A tile is denoted by \( t = \{ p_t, \varphi_t, \mathcal{T}_t \} \). Here \( p_t \) is a pixel inside the image \( I \) such that \( p_t \) is at the centre of tile \( t \). The angle \( \varphi_t \in [0, \frac{\pi}{2}) \) is the tile orientation. Since our tiles are rotationally symmetric, we need angles only in the range of \([0, \frac{\pi}{2}) \). \( \mathcal{T}_t \) is the set of pixels in the image that tile \( t \) covers. To find the pixels in \( \mathcal{T}_t \), we build a coordinate system with origin at \( p_t \), and the horizontal and vertical axes parallel to that of the image plane \( I \). If the orientation of tile \( t \) is \( \varphi_t \in [0, \frac{\pi}{2}) \), then a pixel \((x, y)\) is inside tile \( \mathcal{T}_t \), if its coordinates \((x, y)\) satisfy:

\[
\begin{align*}
|x \times \cos(\varphi_t) + y \times \sin(\varphi_t)| & \leq \frac{t\text{Size}}{2} \\
|y \times \cos(\varphi_t) - x \times \sin(\varphi_t)| & \leq \frac{t\text{Size}}{2}
\end{align*}
\] (4)

Our discrete optimisation framework requires that the set of angles is finite. Here we discretise the tile orientations into \( n \) angles. Let \( l_i \) be the \( i \)th angle, then it is defined as:

\[
l_i = \frac{\pi}{2n} \times (i - 1), \quad i = 1, 2, \ldots, n
\]

A label set \( \mathcal{L} = \{l_1, l_2, \ldots, l_n\} \) represent the orientations. If \( p_t \) is assigned \( l_i \), then tile \( t = \{p_t, \varphi_t, \mathcal{T}_t\} \) has an orientation of \( \varphi_t = l_i \). We set \( n \) to 16.

3.2 Generating Tile Orientations

In this section, we describe how we compute the tile orientation field. That is for each pixel \( p \), we compute the appropriate tile orientation, assuming that a tile will be placed with its centre at pixel \( p \) in the final mosaic. Of course, in the final mosaic only a fraction of all pixels will, in fact, become tile centres. Most of the pixels will be covered by some tile, but will not be in the centre of the tile that covers them, and some pixels will be in the gap space, that is they will not be covered by any tile. Selecting pixels that will become tile centres is addressed in the second and third step of the algorithm, described in sections 3.3 and 3.4.

Our energy function for smooth tile orientation field is given by equations (11), (2), and (3), where \( f_p \) is the orientation label assigned to pixel \( p \). This energy encodes the constraints of edge alignment and strong edge avoidance in the data term \( D_p(f_p) \), and the smoothness of orientation between neighbouring pixels in the smoothness term \( V_{pq}(f_p, f_q) \). The \( \alpha \)-expansion method based on graph cuts (4) is applied to minimise this energy.
Data Term. We first discuss our data term, which has the following form:

$$D_p(f_p) = E_p^{align}(f_p) + E_p^{avoid}(f_p),$$ (5)

where $E_p^{align}(f_p)$ encodes edge alignment constraints, $E_p^{avoid}(f_p)$ encodes edge avoidance constraints. Assuming that a pixel $p$ will become a tile centre, and knowing the tile size, it is fairly easy to estimate which orientation is appropriate for a square tile of fixed size with the centre at pixel $p$, so that it aligns with a strong intensity edge in its neighbourhood, if any. It is defined as:

$$E_p^{align}(f_p) = w_c \times \max_{i=1...4} ||C_{r_i}(p) - C_{b_i}(p)||$$ (6)

Let $t$ be the tile $t = \{p, f_p, \Phi_t\}$. The darker yellow and green rectangles in Fig. 2 show how regions $b_i$ are defined, and the light yellow and green rectangles in Fig. 2 illustrate the $r_i$ regions. $C_{r_i}(p)$ is the average colour vector in region $r_i$ and $C_{b_i}(p)$ is the average colour vector in region $b_i$. $||C_{r_i}(p) - C_{b_i}(p)||$ is the magnitude of the average colour difference between regions $r_i$ and $b_i$.

This term encourages pixel $p$ which is close to an edge to be assigned the orientation that aligns the tile centred at $p$ with the edge. The weight of the colour difference term $w_c$ is set to be negative. Thus when there is a high response on the colour difference between the pixels inside the tile and that outside the tile, the term $E_p^{align}(f_p)$ is negative, encouraging high contrast.

\[ \begin{array}{c}
\text{Fig. 2. Definition of } E_p^{align}(f_p). \text{ A tile } t = \{p_t, \Phi_t, \mathcal{T}_t\} \text{ is shown by the red dotted squares in (a) and (b). Region } r_i \text{ is inside tile } t \text{ and it shares one edge with tile } t, \\
\text{for example, in (a), } r_1 \text{ and } r_3 \text{ are shown in lighter green and yellow rectangles inside the tile } t. \text{ In (b), regions } r_2 \text{ and } r_4 \text{ are illustrated by the lighter yellow and lighter green rectangles. Region } b_i \text{ is a rectangle on the border of tile } t \text{ and } b_i \text{ shares the same edges with tile } t \text{ and region } r_i. \text{ The darker green and darker yellow rectangles in (a) are regions } b_1 \text{ and } b_3 \text{ when (b) shows regions } b_2 \text{ and } b_4. \text{ The average colour differences between } r_i \text{ and } b_i \text{ is measured in } E_p^{align}. \end{array} \]
Strong edge avoidance is encoded in \( E_p^{avoid}(f_p) \), which is defined as:

\[
E_p^{avoid}(f_p) = w_v \times \sum_{q \in T} \| g(q) \| \tag{7}
\]

Let \( I(p) \) be the intensity at pixel \( p \) and \( \| g(p) \| \) be the magnitude of the gradient at pixel \( p \). Let \( p = (x, y) \), then \( g(p) = g(x, y) = (g_x(x, y), g_y(x, y)) \). We approximate gradient by the standard Sobel operator. This term measures the intensity variance inside the tile, therefore we call it the variance term. If the label \( f_p \) makes the tile overlap a strong intensity edge, then the variance term will penalise the overlap between the edge and the tile. This term is particularly important for pixels close to the edges of an object. The weight of \( w_v \) is set to be positive, since we want high gradient to be penalised.

Notice that the \( D_p(f_p) \) term involves summation over a potentially large group of pixels (if \( tSize \) is large). To compute the data term \( D_p(f_p) \) efficiently, the “integral image” \[15\] is used in our approach. The integral image approach allows computing \( D_p(f_p) \) in constant time, independent of the tile size \( tSize \).

**Smoothness Term.** We define the interaction term \( V_{pq}(f_p, f_q) \) as:

\[
V_{pq}(f_p, f_q) = w_s \times |f_p - f_q|_{\text{mod}(\pi)} \tag{8}
\]

where

\[
|f_p - f_q|_{\text{mod}(\pi)} = \begin{cases} 
|f_p - f_q| & \text{if } |f_p - f_q| \leq \frac{\pi}{4} \\
\frac{\pi}{2} - |f_p - f_q| & \text{otherwise}
\end{cases}
\]

This interaction reflects the fact that the angle of \( \frac{\pi}{2} \) leads to the same tile placement as the angle of 0, due to the symmetry of the square shape. The smoothness term encourages orientations to propagate smoothly over the image.

### 3.3 Generating Mosaic Layers

In the second step of our algorithm, we generate a set of mosaic layers. Recall that in the first step of our algorithm, for each pixel \( p \) we compute an orientation \( f_p \) s.t. if a tile \( t \) is placed with its centre at pixel \( p \), it will have orientation \( f_p \). Thus for each pixel, we have a “candidate” tile \( t \) for possible inclusion in the final mosaic. We build multiple mosaic layers out of these candidate tiles. To give every candidate tile a chance to be included in the final mosaic while keeping the number of candidate layers to a minimum, we insure that the candidate mosaic layers have no tiles in common, and that every candidate tile is present in one of the candidate layers. We also insure that each candidate mosaic layer does not have overlapping tiles, this is crucial for our algorithm in step 3, see section \[5\].

Mosaic layers are generated iteratively, in a region growing manner. In each iteration we build one mosaic layer and make sure that the current mosaic layer does not contain any of the tiles which are already present in a previous mosaic layer. To build one mosaic layer, we starting at some random pixel \( s \) which is not included in any candidate mosaic layer yet. We greedily choose a nearby pixel
p in such a way that the candidate tiles centred at s and p do not overlap but the gap space between the tiles s and p is small. In addition, the candidate tile centred at p must not have been selected yet for any candidate layer.

### 3.4 Stitching Two Mosaic Layers

After generating a set of candidate mosaic layers, our last step is to stitch them together to form the final mosaic. The stitching should minimise the gap space and should not contain any “broken” tiles. In addition, tiles are encouraged to avoid crossing strong intensity edges. Therefore, we must take edge avoidance into account. In this section, we develop a novel graph cuts algorithm to solve this stitching problem in an energy optimisation framework.

**Minimising gap spaces and prohibiting tile overlap.** Suppose all the candidate tiles are indexed as \( t_1, t_2, \ldots, t_n \), and \( D = \{ t_i : i = 1, \ldots, n \} \). A mosaic layer is just a subset of tiles in \( D \). Let \( M_1, M_2, \ldots, M_k \) be the mosaic layers. In the second step, we generated them in such a way that for any \( i \neq j \), \( M_i \cap M_j = \emptyset \), and \( \bigcup_{i=1}^{k} M_i = D \). Also, for all \( i = 1, \ldots, k \), if \( t \neq t' \in M_i \), then tiles \( t \) and \( t' \) do not overlap, that is for \( t = \{ p_t, \varphi_t, T_t \} \) and \( t' = \{ p_{t'}, \varphi_{t'}, T_{t'} \} \), \( T_t \cap T_{t'} = \emptyset \).

Our stitching algorithm is iterative. We start from a random mosaic layer \( M_i \), setting it to be our current solution \( M_c \). In each iteration, we select a random layer \( M = M_j \), and then find a tile preserving cut between the current solution \( M_c \) and the random layer \( M \). Let \( R \) be the result of stitching layers \( M_c \neq M \), that is \( R \subset (M_c \cup M) \).

**Table 1.** Energy for stitching two layers \( M_c, M \)

<table>
<thead>
<tr>
<th>Layer</th>
<th>( f_s )</th>
<th>( D_s(f_s) )</th>
<th>Layer</th>
<th>( f_s )</th>
<th>( D_s(f_s) )</th>
<th>Layer</th>
<th>( f_s )</th>
<th>( D_s(f_s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s \in M_c )</td>
<td>( f_s = 0 )</td>
<td>0</td>
<td>( s \in M_c )</td>
<td>( f_s = 0 )</td>
<td>( w_g \times</td>
<td>g_s</td>
<td>)</td>
<td>( s \in M_c )</td>
</tr>
<tr>
<td>( A_s )</td>
<td>( f_s = 1 )</td>
<td>( A_s )</td>
<td>( A_s )</td>
<td>( f_s = 1 )</td>
<td>( A_s )</td>
<td>( A_s )</td>
<td>( f_s = 1 )</td>
<td>( A_s )</td>
</tr>
<tr>
<td>( s \in M )</td>
<td>( f_s = 1 )</td>
<td>( A_s )</td>
<td>( s \in M )</td>
<td>( f_s = 1 )</td>
<td>( A_s )</td>
<td>( s \in M )</td>
<td>( f_s = 1 )</td>
<td>( A_s )</td>
</tr>
</tbody>
</table>

(a): \( D_s(f_s) \) without Edge Avoidance.
(b): \( D_s(f_s) \) with Edge Avoidance.
(c): \( V_{sr}(f_s, f_r) \)

We formulate the problem of stitching two mosaic layers \( M_c \neq M \) together as a labelling problem. Let tile set \( S = M \cup M_c \). Our label set is \( \{0, 1\} \). Labelling \( f = \{ f_s | s \in S \} \) assigns a label \( f_s \in \{0, 1\} \) to every \( s \in S \). Any labelling \( f \) corresponds to a stitching \( R^f \subset S \) in the following way. For every \( t \in M_c \), if \( f_t = 0 \), then tile \( t \in R^f \) and if \( f_t = 1 \), tile \( t \notin R^f \). For every \( t \in M \), \( f_t = 1 \) means that tile \( t \in R^f \) and if \( f_t = 0 \), then \( t \notin R^f \). Notice that the meaning of labels \( \{0, 1\} \) is reversed for tiles in layers \( M_c \) and \( M \).

We define the following energy function:

\[
E(f) = \sum_{s \in S} D_s(f_s) + \sum_{s, r \in N} V_{sr}(f_s, f_r),
\] (9)
where the neighbourhood system \( \mathcal{N} \) is:

\[
\mathcal{N} = \{(s, r)|s \in M_c, r \in M \text{ and } T_s \cap T_r \neq \emptyset\}
\]

The data term \( D_s(f_s) \) is given in Table II(a). In this table, \( A_s \) is the size of the region which is covered only by tile \( s \), see Fig. 3.

![Fig. 3](image)

**Fig. 3.** A simple example to illustrate data and interaction terms. In (a), mosaic layer \( M = \{r\} \) is shown by the solid square and \( M_c = \{s\} \) is shown by the dotted square. \( A_r \) is the region covered by tile \( r \) and \( A_s \) is the region covered by tile \( s \). \( O_{sr} \) is the size of overlapping region between \( s \) and \( r \). Both tiles \( s \) and \( r \) present in the result stitching, therefore, the energy is \( \infty \). In (b), tile \( s \) is assigned label 0 and not present in the result stitching. The energy for this case is \( A_s \). In (c), tile \( r \) is removed and the energy is \( A_r \). In (d), both tiles are removed, then \( V_{sr}(1, 0) = O_{sr} \).

The interaction term \( V_{sr}(f_s, f_r) \) is defined as table II(c). Here \( O_{sr} \) denotes the size of the overlapping region between tiles \( s \in M_c \) and \( r \in M \), see Fig. 3. This interaction term insures that no tile overlap occurs in the stitching \( R \) which has finite energy \( E(f^R) \), see Fig. 3. Notice that the gap space that mosaic layers \( M_c \) and \( M \) have in common can not be filled in by their stitching \( R \). If \( M \) is a mosaic layer, let

\[
G(M) = \{p \in \mathcal{P} | p \notin \bigcup_{s \in M} T_s\},
\]

That is \( G(M) \) is the gap space in mosaic layer \( M \). It is easy to see that for any \( f^R \) such that \( E(f^R) < \infty \),

\[
E(f^R) = |G(R)| - |G(M) \cap G(M_c)|
\]

That is the energy of \( f^R \) is the number of pixels in the gap space of \( R \) which were not in the gap space of either \( M \) or \( M_c \). Since for any \( M_c \) and \( M \), \( |G(M) \cap G(M_c)| \) is a constant with respect to our optimisation problem, the optimal \( f^R \) will correspond to the stitching \( R \) which has \( G(R) \), or the gap space, as small as possible. This is exactly the kind of stitching that we desire, minimising the gap space while prohibiting tile overlap.
Fig. 4. Starry Night
**Fig. 5.** Libyan Sibyl Mosaic. The input image is zoomed out and illustrated in the right bottom corner.

**Edge avoidance.** There is an additional constraint that we wish to add to our stitching algorithm. For a visually pleasing mosaic, tiles should be placed to avoid crossing strong intensity edges inside the underlying image, since otherwise the resulting mosaic is blurred (a colour of a tile is just the average colour of the
underlying image pixels that the tile covers). Let $g$ be the intensity gradients for the given image $I$, where the gradients are computed by standard Sobel operator. The sum of gradient values inside tile $s = \{p_s, \varphi_s, T_s\}$ is denoted by $|g_s| = \sum_{p \in T_s} |g(p)|$, where $|g(p)|$ is the magnitude of gradient at pixel $p$. To incorporate the intensity variance with our energy function defined in Eq. (9), we redefine the data term $D_s(f_s)$ as Table I(b). The weight of $g_s$, denoted by $w_g$, is positive.

With the introduction of the edge avoidance constraint, the energy of stitching current layer changes from that in Eq. (10) to the one below:

$$E(f^R) = |G(R)| - |G(M) \cap G(M_c)| + w_g \times \sum_{t \in R} |g(t)|. \quad (11)$$

It can be seen that the energy in Eq. (11) is submodular, and therefore we can optimised it exactly by computing a minimum cut in a certain graph. However, this energy is not quite what we need to measure the quality of stitching $R$. The $\bar{E}(R)$ below is what we really need, since it accounts for the total gap space:

$$\bar{E}(f^R) = |G(R)| + w_g \times \sum_{t \in R} |g(t)| = E(f^R) + |G(M) \cap G(M_c)| \quad (12)$$

$\bar{E}(f^R)$ simply adds the area of the gap space and the intensity variance inside the mosaic tiles. The problem is that even though for a given layer $M$, optimising the energy in Eq. (11) gives us the best stitching $R \subset (M_c \cup M)$ of current layer $M_c$ and the new layer $M$, the common gap space $|G(M) \cap G(M_c)|$ that we cannot optimise for may be too large to give the actual decrease of the desired energy in Eq. (12). The way we solve the problem is as follows. After optimising the energy in Eq. (11), we only switch to the stitching $R$ if $\bar{E}(f^R)$ goes down. The steps generating a new layer $M$, stitching it with the current layer $M_c$, and updating the current solution in case of decrease in $\bar{E}(f^R)$ are performed until the maximum number of iterations.

4 Experimental Results

In this section, we show some results generated by our algorithm. We used the following settings of parameters for all the experiments in this paper: the edge alignment $w_e = -50$, the edge avoidance $w_v = 20$, the smoothness $w_s = 20$, and, finally, the layer stitching $w_g = 0.015$. These values were determined experimentally to give good results for all the images.

In Figs. 5 and 11 we show the original images and our simulated mosaics for the Libyan Sibyl and the Starry Night paintings. The mosaics are visually pleasing, possessing the desired effects. The tile orientations emphasise the shapes of the objects and vary smoothly across the image. For the dinosaur image, see Fig. 6 the tiles in the mosaic are aligned with the edges of the dinosaurs inside the image, and the tiles in the background are aligned with significant background
(a) Input Image

(b) Output Mosaic

Fig. 6. Dinosaur
Fig. 7. Mosaic images for characters

Fig. 8. Mosaics generated with different numbers of iterations

In our work, we set all the tiles to have the same size and same square shape. It is important to choose an appropriate \textit{tSize} for synthetic images. In Fig. 7(b) the tile size is too small compared to the strokes of the characters. To keep the resulting mosaic from being blurred, the tiles located at the edges of the characters are removed, therefore, the characters in the mosaic look much thinner.
than those in the input image. In Fig. 7(c) the previous problem is solved by increasing the tiles size, such that tSize is almost the thickness of the character strokes, and the result is much improved.

For some images, we need to vary the tile size for different regions of the image. Small tiles are needed in the image regions which have many fine details, and large tiles work well in areas with larger details. For example, in Fig. 10(b) the background is visually pleasing with the tile size of $10 \times 10$ pixels, however, the facial details of the people inside the image are blurred, because the tile size is too large to represent the fine facial details. We plan to incorporate different tile sizes and shapes to our future work.
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Abstract. In this paper, we propose a novel approach to graph regularisation based on energy minimisation. Our method hinges in the use of a Ginzburg-Landau functional whose extremum is achieved efficiently by a gradient descend optimisation process. As a result of the treatment given in this paper to the regularisation problem, constraints can be enforced in a straightforward manner. This provides a means to solve a number of problems in computer vision and pattern recognition. To illustrate the general nature of our graph regularisation algorithm, we show results on two application vehicles, photometric stereo and image segmentation. Our experimental results demonstrate the efficacy of our method for both applications under study.

1 Introduction

Many computer vision problems involve the regularisation of structured data, such as vector fields and graphs. Regularisation methods have been reported in the contexts of optical flow computation 11, curvature-based surface shape representation 2 and the smoothing of stereo disparity fields 3. Image correlation and regularisation have been used for recovering depth-maps from one or multiple views 11. In the case of depth information recovery, the problem is often formulated in an energy minimisation setting solved using graph cuts 5 6 7 or belief propagation 8.

An important issue underpinning the smoothing process is that of preserving the underlying relational structure while satisfying constraints on data-closeness. In fact, data-closeness constraints can sometimes be re-cast as constraints on a set of attributes or components of a vector-field. For example, in shape-from-shading, when Lambertian reflectance is assumed, the component of the surface normal in the light source direction is constrained to be equal to the inverse cosine of the normalised image brightness 2. For the purposes of optical flow or photometric stereo computation, brightness constraints are frequently used 10. Furthermore, tasks such as semi-supervised image segmentation can be viewed as smoothing ones, where the cluster indexes are assigned so as to ensure smoothness while preserving data-closeness.

* National ICT Australia is funded by the Australian Governments Backing Australia’s Ability initiative, in part through the Australian Research Council.
A number of methods have been proposed for graph regularisation. The bulk of these methods are aimed at solving semi-supervised learning problems, which hinge in finding a smooth labeling over the graph consistent with hand-labeled ground truth. From an alternative viewpoint, Zhang and Hancock have used the heat equation to regularise MRI data abstracted to a weighted graph. This treatment is related to regularisation processes on tensors, where data constrained on a manifold is regularised making use of partial differential equations.

In this paper, we present a novel energy minimisation method for attributed graph regularisation based upon an energy minimisation framework which is capable of accommodating constraints. This has a number of advantages. Firstly, it permits the inclusion of data-closeness terms into the regularisation process. Secondly, such a treatment lends itself to the use of an energy functional which can be extremised efficiently by making use of continuous optimisation techniques. Moreover, the formulation presented here is quite general and provides a link between optimisation on manifolds and regularisation of relational structures. The paper is organised as follows. In the following section, we introduce the preliminaries concerning the energy functional used here. Section 3 describes our graph regularisation approach in detail. In Section 4, we provide results on semi-supervised image segmentation and photometric stereo. Finally, we offer conclusions on the work in Section 5.

2 Graph Regularisation and Manifold-Constrained Energy Minimisation

In the mathematics literature, there is a considerable body of work aimed at understanding how graphs can be embedded on a manifold so as to minimize a measure of distortion. Broadly speaking, there are three ways in which the problem can be addressed. First, the graph can be interpolated by a surface whose genus is determined by the number of nodes, edges and faces of the graph. Second, the graph can be interpolated by a hyperbolic surface which has the same pattern of geodesic (internode) distances as the graph. Third, a manifold can be constructed whose triangulation is the simplicial complex of the graph. A review of methods for efficiently computing distance via embedding is presented in the recent paper of Hjaltason and Samet.

In the pattern analysis community, there has recently been renewed interest in the use of embedding methods motivated by graph theory. One of the best known of these is ISOMAP. Here, a neighbourhood ball is used to convert data-points to a graph, and Dijkstra’s algorithm is used to compute the shortest (geodesic) distances between nodes. By applying multidimensional scaling (MDS) to the matrix of geodesic distances, the manifold is reconstructed. The resulting algorithm has been demonstrated to locate well-formed manifolds for a number of complex data-sets. Related algorithms include locally linear embedding, which is a variant of PCA that restricts the complexity of the input.
data using a nearest neighbour graph [21], and the Laplacian eigenmap that constructs an adjacency weight matrix for the data-points and projects the data onto the principal eigenvectors of the associated Laplacian matrix (the degree matrix minus the weight matrix) [22]. Hein et al. [23] have established the degree of point-wise consistency for graph Laplacians with data-dependent weights to a weighted Laplace operator. Collectively, these methods are sometimes referred to as manifold learning theory.

Here, we tackle the problem of graph regularisation from a geometric analysis perspective which combines the strengths of tensor regularisation methods and manifold learning techniques. We incorporate constraints to the energy minimisation process by making use of an energy functional defined on a manifold. Thus, in this section, we present the theoretical foundation of our method, which hinges in the use of a Ginzburg-Landau functional on a Riemannian manifold [24].

2.1 Riemannian Manifolds

To commence, we characterise the edges of a graph using a geodesic on a Riemannian manifold. Analogously, the nodes of the graph can be viewed as points on the manifold, whereas the node attributes are given by a real-valued function at the point under consideration. Viewed in this way, graph regularisation can be cast as a manifold-constrained optimisation based upon an energy minimisation framework whose goal is to extremise a free-energy functional.

Let \( G = (V, A, E, W) \) denote a weighted graph with index-set \( V \), attribute-set \( A : V \to \mathbb{R}^n \), edge-set \( E = \{(u, v) \mid (u, v) \in V \times V, u \neq v\} \) and the edge-weight function set \( W : E \to [0, 1] \). View the nodes in the graph as points on a manifold \( M \), then the weight \( W_{u,v} \) associated with the edge connecting the pair of nodes \( u \) and \( v \) can be interpreted as the arc-length \( \mathcal{E}_{p_u,p_v} \) over the geodesic connecting the pair of points \( p_u \) and \( p_v \) in \( M \). Analogously, the attributes of a node \( v \) can be viewed as a vector field \( X \) at point \( p_v \), i.e. \( X \mid_{p_v} \).

As we are interested in modeling the edges in the graph as geodesics in a manifold, we also consider the parameterised curve \( \gamma : t \in [\alpha, \beta] \mapsto M \). From Riemannian geometry [25], we know that for \( \gamma \) to be a geodesic, it must satisfy the condition \( \nabla_{\gamma'}\gamma' = 0 \) where \( \nabla \) is a Levi-Civita connection [26]. Further, Levi-Civita connections are metric preserving, unique and are guaranteed to exist.

To provide a characterisation invariant over isometric transformations, we use the curvature tensor \( R(\gamma', Y) \) and the Jacobi field along \( \gamma \), which is a differentiable vector field \( Y \in M_p \) orthogonal to \( \gamma \) satisfying Jacobi’s equation \( \nabla_i^2 Y + R(\gamma', Y)\gamma' = 0 \), where \( \nabla \) is a Levi-Civita connection. Hence, from Jacobi’s equation follows that \( \nabla_i^2 Y = -\mathcal{K}(\gamma', Y)Y \).

The fact above is important since it relates the curvature tensor with a vector field along a geodesic. Including the curvature term \( \nabla_i^2 Y \) into a Lagrangian to be extremised as an aim of computation opens-up the possibility of constraining the topology of the manifold through its curvature, hence allowing us to formulate the graph regularisation problem as a manifold constrained one.
2.2 The Ginzburg-Landau Functional

With the notation introduced in the previous section, we can now turn our attention to the energy functional which we aim at minimising. To do this, we use a Lagrangian of the following form \( \mathcal{L} = K(Y) - U(Y) \), where \( K(Y) \) and \( U(Y) \) are the kinetic and potential energies of the vector field \( Y \in M \), respectively. Furthermore, let \( K(Y) = |\nabla_t Y|^2 + |\nabla^2 Y|^2 \). This yields the Ginzburg-Landau energy functional \( \mathcal{S} \), which is given by

\[
\mathcal{S} = \int_M K(Y) - U(Y) = \int_M \gamma_1 |\nabla_t Y|^2 + \gamma_2 |\nabla_t Y|^2 + \gamma_3 V(Y) \tag{1}
\]

which is the quantity we aim at minimising. Recall that we have required the vector field \( Y \) to be a Jacobi field. As a result, we can use the shorthand \( \nabla_t Y = K(\gamma', Y)Y \) and write the Lagrangian as follows

\[
\mathcal{L} = \gamma_1 |K(\gamma', Y)Y|^2 + \gamma_2 |\nabla_t Y|^2 + \gamma_3 V(Y) \tag{2}
\]

where \( \gamma_i \) is a real-valued constant.

Note that the Lagrangian above has two terms related to the kinetic energy \( K(Y) \). The first of these is related to the curvature of the manifold upon which the field \( Y \) is constrained. The second one is governed by the connection of \( Y \) with respect to the parameter \( t \). This is an important observation since it permits the introduction of both, a structural term and an manifold-constraining one. In the following section, we elaborate further on this and relate the above functional to the graphical model under consideration.

2.3 Energy Minimisation on Graphs

Having introduced the Ginzburg-Landau functional in the previous section, we now turn our attention to the combinatorial analogue of the Lagrangian above. We commence by noting that the term \( |\nabla_t Y|^2 \) in Equation 2 can be viewed as the gradient of \( Y \) with respect to \( t \). Moreover, here we focus our attention in the case where the term \( \frac{1}{2} |\nabla Y|^2 \), can be approximated making use of the first difference around a region \( R_u \) centered at point \( p_u \in M \). We can write

\[
|\nabla_t Y|_{p_u}^2 = \text{Vol}[R(u)] \int_{p_v \in R(u)} \beta(u, v) \left( \frac{Y|_{p_u}}{\sqrt{\text{Vol}[R(u)]}} - \frac{Y|_{p_v}}{\sqrt{\text{Vol}[R(u)]}} \right)^2 du \tag{3}
\]

where \( \text{Vol}[R(u)] \) is the volume operator for the region \( R(u) \) around the point \( p_u \in M \).

The use of the shorthand above ensures that, in the case the terms \( |K(\gamma', Y)Y|^2 \) and \( \gamma_3 V(Y) \) are null, i.e. \( \mathcal{L} = \gamma_1 |K(\gamma', Y)Y|^2 + \gamma_2 |\nabla_t Y|^2 \), the Euler-Lagrange equation for the Lagrangian \( |\nabla_t Y|^2 \) is given by \( \nabla_t Y = 0 \). In other words, the choice of shorthand above exploits the relationship between the normalised Combinatorial Laplacian \( \mathcal{L} \) and its diffusion processes, by viewing the Laplacian \( \mathcal{L} \) as an operator in the field \( Y \) which satisfies

\[
\mathcal{L}Y(v) = \frac{1}{\sqrt{\text{deg}(v)}} \sum_{u \in M} \left( \frac{Y(v)}{\sqrt{\text{deg}(v)}} - \frac{Y(u)}{\sqrt{\text{deg}(u)}} \right) W(v, u) \tag{4}
\]
It is worth noting in passing that Equation 4 is consistent with those expressions in 25 corresponding to binary graphs with non time-dependent spaces of functions over their edges. Furthermore, the use of the Laplacian generalises those results that were only known for k-regular graphs. Consequently, it provides a coherent framework for a more general treatment of the graph regularisation problem. The link weight matrix \( W \) is related to the normalised Laplacian through the equation \( \mathcal{L} = D^{-\frac{1}{2}}(D-W)D^{-\frac{1}{2}} = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} \), where \( D \) is a diagonal matrix such that \( D = \text{diag}(\text{deg}(1),\text{deg}(2),\ldots,\text{deg}(|V|)) \) and \( \text{deg}(v) \) is the degree of the node indexed \( v \), i.e. \( \text{deg}(v) = \sum_{u \sim v; u \in V} W(v,u) \).

We will explore the use of the curvature term in the following section. Before proceeding, we examine the potential term \( V(Y) \). In computer vision and pattern recognition, we often deal with settings such that we aim at regularising a graph based on node attributes that originate from observed data. Let these attributes be a vector field \( X \) in \( M \). The regularised field \( Y \) can then be viewed as being proportional to \( X \) up to a linear operator \( Q \), i.e. \( Y \propto QY \). By making use of an L-2 norm, we can define the potential \( V(Y) \) to be

\[
V(Y) = ||X - QY||^2
\]

where \( Q \) is a linear operator in \( Y \) and \( X \) is the “observed” vector field. As a result, the potential term is given by the squared difference between the node-attribute set and a linear transformation on the regularised graph attributes.

### 2.4 Introducing Constraints

So far, we have not imposed any explicit constraint on the vector field \( Y \), but rather viewed the term \(| \mathcal{K}(\gamma', Y)Y|^2 \) as an implicit constraint on the intrinsic geometry of the manifold \( M \). The geometric meaning of this treatment implies that, by setting \(| \mathcal{K}(\gamma', Y)Y|^2 \) to zero, we would, effectively, effect a regularisation process in which the vector field \( Y \) can assume values in the whole of the Euclidean space.

However, in practice, each attribute vector \( y_u \in Y \) for every node indexed \( u \) in \( V \) can be associated with constraints determined by the aim of computation or application vehicle. For instance, for probabilistic estimation, we may impose non-negativity and sum-to-one constraints upon \( y_v = \{y_v(1),y_v(2),\ldots,y_v(|y_v|)\}^T \), i.e. \( \sum_{i=1}^{|y_v|} y_v(i) = 1 \) and \( y_v(i) \geq 0 \forall i \in \{1,2,\ldots,|y_v|\} \). In other cases, we may require the node attributes to be normalised to unity, i.e. \( \|y_v\|^2 = 1 \).

As a result, by expressing these constraints as a multivariate function \( c(y_v,t) = 0 \) over the graph-node attribute set subject to the time parameter \( t \), we can make use of the curvature term \(| \mathcal{K}(\gamma', Y)Y|^2 \) so as to obtain a general form of the energy functional based on a quadratic penalty for the kinetic energy terms in Equation 2 29. As a result, the combinatorial analogue of Equation 11 becomes

\[
S = \sum_{u \in V} \left\{ \gamma_1 c(u,t)^2 + \gamma_2 \sum_{v \in u} W(u,v) \left( \frac{y_u}{\sqrt{\text{deg}(u)}} - \frac{y_v}{\sqrt{\text{deg}(v)}} \right)^2 + \gamma_3 ||X - QY||^2 \right\}
\]
which is the energy functional we aim at extremising. In the next section, we introduce a simple method for recovering the vector field $Y$ which extremises the equation above.

## 3 Implementation Issues

In this section, we present the optimisation procedure we employ so as to extremise the Lagrangian in Equation 6. To do this, we rewrite the Lagrangian $\mathcal{L}$ in matrix form. Recall that given an “observed” node-attribute set $X$, we aim at recovering the vector field $Y$ which corresponds to the regularised node attributes subject to a linear operator $Q$ and an edge-weight matrix $W$. This is, given an attribute set $X$ and a linear operator $Q$, we aim at recovering the regularised node-attribute set $Y$ subject to connectivity constraints.

To this end, we view the vector fields $X$ and $Y$ as $V \times n$ matrices whose $i^{th}$ row is given by the $n$ attributes of the node indexed $i$ in the graph under study. Similarly, the linear operator $Q$ is, in practice, an $n \times V$ matrix which, in the simplest case is the identity matrix. With these ingredients, we make use of the Stone-Weierstrass theorem 30. Recall that the Stone-Weierstrass theorem states that any continuous, real-valued function defined in a closed interval can be approximated as closely as desired by a polynomial function in two variables. Hence, we subsequently consider a product of polynomial functions such that $c(v, t) = f(t)g(y_v)$. As a result, we have

$$S_t = \gamma_1 \sum_{v \in V} (f(t)g(y_v))^2 + \gamma_2 \text{tr}[Y^T \mathcal{L}Y] + \gamma_3 \|X - QY\|^2$$  \hspace{1cm} (7)

where we have written $S_t$ so as to emphasise the fact that, following the introduction of the time-dependent function $c(v, t)$, the functional $S$ depends on the parameter $t$.

The advantage of the formulation above is that we can now treat the function $f : \mathbb{R}^+ \mapsto \mathbb{R}$ as a penalty parameter so as to govern the degree up to which the constraint function $g(y_v)$ is enforced. By considering a non-negative, monotonically increasing function $f(t)$, we can gradually enforce the constraints. We do this by following an iterative gradient-descend method for which the gradient of $S$ is given by

$$\nabla_Y S_t = 2\gamma_1 \sum_{v \in V} f(t)^2 g(y_v) \frac{\partial g(y_v)}{\partial y_v} + 2\gamma_2 \mathcal{L}Y + 2\gamma_3 Q^T(QY - X)$$  \hspace{1cm} (8)

where $f(t)$ gradually increases in value with respect to iteration number.

We can give a geometric interpretation to the treatment above. Consider the case where $f(0) = 0$. This corresponds to the unconstrained case at $t = 0$. As a result of the monotonicity condition on $f(t)$, as the time parameter increases in value, so does the function $f(t)$. Hence, as $t$ increases, the the function $c(v, t) = f(t)g(y_v)$ becomes dominant in the optimisation process. This can be viewed as a simulated annealing procedure 31 in which the function $f(t)$ plays the role of the annealing schedule.
4 Applications

In this section, we illustrate the utility of our approach on two applications. These are calibrated photometric stereo and image segmentation. Despite the differences in terms of goal of computation between the two applications under study, both tasks can be recast into a graph regularisation setting. In the following section we show how can this be effected.

4.1 Robust Normal Estimation for Photometric Stereo

Photometric stereo aims at recovering the surface albedo and geometry given multiple images of the object in the same viewpoint illuminated by light sources from different directions. In contrast with uncalibrated settings, here we assume known light source directions and focus on the calibrated setting. Assuming distant point light sources and a matte material surface, the intensity $I_{v,j}$ of the $v$th pixel in the $j$th image is given by Lambert’s Law, i.e.

$$I_{v,j} = L_j^T b_v = \rho_v L_j^T n_v$$

where $b_v = \rho_v n_v$, $\rho_v$ and $n_v$ are the surface albedo and the unit surface normal at the pixel indexed $v$ and $L_j$ is the vector corresponding to the $j$th light source, whose intensity and direction are given by the magnitude and orientation of $L_j$, respectively.

The albedo term in Equation 9 can be eliminated by taking the ratio of intensity values in two arbitrary images $i$ and $j$

$$R_u(i,j) = \frac{I_{u,i}}{I_{u,j}} = \frac{L_i^T n_u}{L_j^T n_u} \Rightarrow (R_u(i,j)L_j - L_i)^T n_u = 0$$

Equation 10 is a linear homogeneous equation in $n_u$. For $k$-source photometric stereo, we can establish $k(k-1)/2$ similar equations for each pixel. The surface normal $n_u$ at the pixel-site indexed $u$ can then be solved in a least squares sense for $k \geq 3$ by applying singular value decomposition (SVD) to $(R_u(i,j)L_j - L_i)$ and taking the singular vector with the smallest singular value.

The main argument against this treatment relates to the ratio operation, which makes the method above prone to noise corruption. To overcome this problem, we commence by selecting a subset of pixels, which we denote $\Omega$, whose intensity values are high and photometric variations are low across different views. This is, we only consider pixels whose intensities are greater than a threshold $\tau$ and which are linearly dependent between views, i.e. they differ by a scale factor following Lambert’s Law.

Making use of the subset $\Omega$, we then formulate the normal estimation problem for photometric stereo as that of recovering the surface normals $n_u(t)$ at iteration $t$ which minimise

$$S_t = \gamma_1 f(t)^2 \sum_u (||n_u(t)|| - 1)^2 + \gamma_2 tr(\mathbf{N}_t^T \mathbf{LN}_t) + \gamma_3 ||\mathbf{N}_{t-1} - E\mathbf{N}_t||$$

(11)
where \( f(t) \) is a function of \( t \) as before, \( \mathbf{N}_t = [\mathbf{n}_1^{(t)}, \mathbf{n}_2^{(t)}, \ldots, \mathbf{n}_{|V|}^{(t)}]^T \) and \( E \) is an indicator matrix which slots over the \( |V| \) pixels in the image such that \( E_{u,v} = 1 \) if the \( v \)th pixel in \( \Omega \) corresponds to the \( u \)th pixel in the image and \( E_{u,v} = 0 \) otherwise. For purposes of initialisation, we recover the initial values \( \mathbf{n}_u^{(0)} \) of the surface normals making use of the SVD-based procedure described earlier.

As in the previous section, \( \mathcal{L} \) is the normalised graph Laplacian computed making use of the weight-matrix whose entries are given by

\[
W(u, v) = \begin{cases} 
\exp\left(-\frac{||\mathbf{n}_u^{(t)} - \mathbf{n}_v^{(t)}||^2}{\sigma_n^2} - \frac{||p_u - p_v||^2}{\sigma_s^2}\right) & \text{if } u \text{ and } v \text{ are adjacent} \\
0 & \text{otherwise}
\end{cases}
\]  

(12)

where \( p_u \) and \( p_v \) denote the image coordinates of those pixels indexed \( u \) and \( v \) and \( \sigma_n \) and \( \sigma_s \) are two bandwidth parameters. The weight scheme, as defined above, takes into account both the spatial and feature consistencies of the label fields and is analogous to the underlying principle of bilateral filtering \[35\].

The gradient of Equation \[\square\] w.r.t. \( \mathbf{N}_t \) is then given by

\[
\nabla_{\mathbf{N}_t} \mathcal{S} = 2\gamma_1 f(t)^2 C + 2\gamma_2 \mathcal{L} \mathbf{N}_t + 2\gamma_3 E^T (E \mathbf{N}_t - \mathbf{N}_{t-1})
\]  

(13)

where \( C \) is the gradient term calculated from the constraint, whose \( v \)th row is given by \( \mathbf{n}_u^{(t)} - \frac{\mathbf{n}_v^{(t)}}{||\mathbf{n}_v^{(t)}||} \) and \( f(t) \) is a monotonically increasing function governed by iteration number. Thus, this procedure can be viewed as a renormalisation on \( \mathbf{N}_t \) so as to satisfy unit norm constraints in which, as the iteration number increases, the penalty imposed by the constraint term on \( \mathcal{S}_t \) increases in dominance.

### 4.2 Semi-supervised Image Segmentation

Image segmentation is a classical problem in computer vision. While early methods are mainly focused on automatic unsupervised image segmentation, here we focus our attention in the problem of interactive, semi-supervised image segmentation which takes user-specified foreground/background pixels as ground truth at input and aims at segmenting the remaining pixels in the image accordingly. Semi-supervised image segmentation, posed as a problem of energy minimisation over binary labels, can be efficiently solved by graph cuts. In this section, we propose an alternative probabilistic approach to the problem by applying the energy minimisation method presented in the previous sections. Our treatment is defined over the continuous label fields and can handle binary as well as k-way segmentation.

Let \( \Phi_j (j \in \{1, \ldots, k\}) \) denote the set of pixels labeled by the user in region \( j \) and \( \mathcal{U} \) denote the set of unlabeled pixels for the image under study. We can define the desired label field entry \( \mathbf{x}_v \) for pixel \( v \) as follows

\[
\mathbf{x}_v = \begin{cases} 
\mathbf{e}_j & v \in \Phi_j \\
\mathbf{b}_v & v \in \mathcal{U}
\end{cases}
\]  

(14)
where $e_j$ is the $j$th row taken from a $k \times k$ identity matrix which is an indicator of membership of pixel $v$ to the class $j$, and $b_v = [b_{v,1}, \ldots, b_{v,k}]$ is a $k$-vector with $b_{v,j}$ being the posterior probability of pixel $v$ in class $j$. The posterior can be computed via the following Bayes rule

$$b_{v,j} = \frac{P(v|C_j)P(C_j)}{\sum_j P(v|C_j)P(C_j)} = \frac{P(v|C_j)}{\sum_j P(v|C_j)}$$

where $p(C_j)$ is the prior probability of class $j$ and $P(v|C_j)$ the conditional probability of pixel $v$ in class $j$. Here, we have assumed equal priors for every class. The class conditional probabilities are calculated from the normalised colour histogram of labeled pixels in the class. Similar to the section above, the entries of the weight matrix $W$ are given by

$$W(i,j) = \begin{cases} 
\exp\left(-\frac{||I(v) - I(u)||^2}{\sigma_c^2} - \frac{||p_v - p_u||^2}{\sigma_s^2}\right) & \text{if } u \text{ and } v \text{ are adjacent} \\
0 & \text{otherwise}
\end{cases}$$

where $I(v)$ and $p_v$ denote the value and image coordinate of pixel $v$ and $\sigma_c$ and $\sigma_s$ are two bandwidth parameters.

With these ingredients, we view the semi-supervised image segmentation problem as that of recovering a set of labels $Y_t$ at iteration $t$ which minimises the cost function

$$S_t = \gamma_1 f(t)||Y_t1_k - 1_N||^2 + \gamma_2 tr(Y_t^T\mathcal{L}Y_t) + \gamma_3||Y_{t-1} - Y_t||^2$$

where $1_n$ is a $n \times 1$ vector of ones, $Y_t$ is a $|V| \times k$ matrix of labels whose $v^{th}$ row corresponds to the label vector for pixel indexed $v$ and $\mathcal{L}$ is the normalised graph Laplacian. In the equation above, the constraint term enforces the sum-to-one constraint over each label field $y_v^{(t)}$.

For gradient based optimisation, the initial value of label $y_v^{(t)}$ for pixel $v$ is set to $x_v$. The gradient of the cost function in Equation 17 w.r.t. $Y_t$ is given by

$$\nabla Y_t S = 2\gamma_1 f(t)(Y_t1_k - 1_N)1_k + 2\gamma_2 Y_t^T\mathcal{L}Y_t + 2\gamma_3(Y_t - Y_{t-1})$$

which is akin to the treatment given to our photometric stereo application vehicle in the previous section.

## 5 Experiments

In this section, we show results on photometric stereo and semi-supervised image segmentation. In all our experiments, we have set $\gamma_3 = 0.05$ and $\gamma_2 = 1 - \gamma_3 = 0.95$. For the constraint term, we have used $\gamma_1 f(t) = \exp(t - 5)$, where $t = \{1, 2, 3, \ldots, 10\}$. 
Fig. 1. Top row: Input images; Middle row, left-hand panel: Needlemap recovered by SVD and gaussian smoothing; Middle row, right-hand panel: Surface normals recovered by our method; Bottom row: Surfaces reconstructed from the corresponding normal fields in the Middle row

5.1 Photometric Stereo

In this section, we show results of our regularisation method for robust normal estimation in photometric stereo on two image data-sets depicting a porcelain Buddha and a wooden owl\footnote{The datasets are available at http://www.cs.washington.edu/education/courses/cse455/06wi/projects/project3/web/project3.htm}. Both image-sets were acquired under controlled lighting conditions using distant point light sources whose directions and intensities were
Fig. 2. Top row: Input images; Middle row, left-hand panel: Needlemap recovered by SVD and gaussian smoothing; Middle row, right-hand panel: Surface normals recovered by our method; Bottom row: Surfaces reconstructed from the corresponding normal fields in the middle row

recorded at acquisition time. Each data-set comprised 12 images corresponding to different illuminant directions. For our experiments, we used the last 3 images for each object under study.

The input images are shown in the top row of Figures 1 and 2 respectively. We compared our results to those yield by Gaussian smoothing on the surface normals recovered by SVD. In the middle row of Figures 1 and 2 we show the surface normals delivered by both, our method and the alternative. The bottom row shows the surface reconstruction results yielded by the Least Squares fitting method in [36] making use of the surface normals shown in the middle row of Figure 1. As we can see from the results on both image-sets, our method can reduce the noise corruption in the normal estimation process while still preserving edges and discontinuities in the object surface normals. In contrast
to Gaussian smoothing, our method has removed noise without over-smoothing the surface normals. This, in turn, reduces the spurious artifacts in the recovered surfaces and prevents oversmoothing. This can be observed in the lap and face of the Buddha, where the Gaussian smoothing has lost the details on the eyelashes of the left eye and the lower end of the robe. Similarly, our method has preserved the discontinuities on the owl face and neck, which have been oversmoothed by the Gaussian alternative.

5.2 Image Segmentation

Having shown results on photometric stereo, we now illustrate the use of our regularisation method for purposes of semi-supervised image segmentation on both, synthetic and real-world images.

First, we tested our algorithm on a sample synthetic image which depicts a circle whose normalised intensity is of 0.2 in the middle of three larger darker squares whose intensities vary from 0.4 to 0.8 in steps of 0.2. We have applied increasing degrees of Gaussian noise of zero-mean and standard deviation $0.1, 0.2, 0.3, 0.4$ to our test image. The noisy images, with their respective “brush” labelings, are shown in the top row of Figure 3. For the brush labelings, we have used a mask for the sake of consistency and, in the panels, each colour corresponds to one of the four different classes in the image. The results yield by our method are shown in the bottom row of Figure 3.

As shown in the figure, our method is quite robust to noise corruption. Even with a standard deviation of 0.4, which is twice as much as the distance between different regions in clean images, our method can still yield plausible segmentation results.

Next, we turn our attention to real-world images selected from the Berkeley Image Database [37]. For binary image segmentation, we compared our results with the graph cut method in [5]. Again, for the sake of consistency, we use the

![Fig. 3. Results on the synthetic image. Top row: input images with increasing levels of Gaussian noises. Bottom row: Results of our regularisation approach.](image_url)
Fig. 4. Examples of binary foreground/background segmentation; Left-hand column: Input images with brush labelings; Middle-hand column: Results yield by the method in [5]. Right-hand column: Results yield by our approach.

Fig. 5. Examples of multi-class image segmentation; Top row: Input images with brush labelings; Bottom row: Results recovered by our approach
same labeling mask and bandwidth parameters for both, our method and the alternative. Sample results on binary segmentation are shown in Figure 4.

The two methods achieve quite similar results for binary classification. This is reasonable, as our method can be thought of as a continuous relaxation of graph cuts. Graph cuts are a discrete optimisation method in nature, whereas ours can be viewed as their continuous analogue. However, our method can naturally handle multi-class segmentation. To illustrate this, we also show results on multi-class image segmentation in Figure 5. From the figure, we can conclude that the method is capable of recovering segmentation results that capture the structure of the regions labeled using the brush.

6 Conclusions

In this paper, we have presented an energy minimization approach to graph regularisation based on the Ginzburg-Landau functional. The minimum of the functional is achieved through gradient descent which employs a penalty-based method for constrained optimisation. Our method is quite general in nature and can be applied to a number of problems in computer vision and pattern recognition. To this end, we have illustrated the utility of our method on photometric stereo and semi-supervised image segmentation.
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Abstract. The pupil localization algorithm is very important for a face recognition system. Traditional pupil localization algorithms are easy to be affected by uneven illuminations and accessories. Aiming at those limitations, a novel pupil localization algorithm is proposed in this paper. The algorithm firstly implements face image tilt adjustment and extracts eye region through the horizontal intensity gradient integral projection and Gabor filtering. Then in order to increase the eye detection accuracy, PCA is applied to select Gabor filter, and the projection enhancement algorithm is presented. At last the Negative Radial Symmetry is presented to locate the pupil position precisely in eye windows. Experimental results show that the method can locate the pupil position accurately, and demonstrate robustness to uneven lighting, noise, accessories and pose variations.

1 Introduction

Face alignment is of great significance in Face Recognition System and directly affects the recognition rate. A crucial step in face alignment is to get accurate pupil position. Generally, two kinds of pupil localization method exist. One is based on appearance, such as the Template Matching[1], integral projection[1], Snake[2], Deformable Template[3], Hough Transform[4], and Active Appearance Models (AAMs)[5]. Since the image intensity is used as features, these algorithms are affected by image appearance variation. The other kind of methods, such as the GaborEye[6] model method, mainly treat the frequency response as the judgment. Since the Gabor-based algorithms extract Gabor feature to locate the eye-and-brow[6] region, they can resist the uneven illumination and noise effects. But filter direction selection is unavailable and it has poor robustness to the accessories appearing on the eye-and-brow region. In this paper, the face tilt angle detection and adjustment algorithm, which adjust the face image to level, simplifies the direction selection of Gabor wavelet filter. And the horizontal integral projection of x-directional intensity gradient and Gabor wavelet filter is applied to extract the eye windows. Then the PCA is applied to select the Gabor filter with best performance and the projection enhancement
algorithm is presented to increase the eye detection accuracy. At last, NRS (Negative Radial Symmetry) is proposed as the amended RS (Radial Symmetry) operator to locate the pupil position more accurately. The algorithm flow is shown as Fig. 1. Section 2 introduces the eye region localization algorithm, including the rotation adjustment; section 3 clarifies the amendment of the eye region localization algorithm; section 4 describes NRS operator.

![Fig. 1. The flow chart of pupil localization algorithm](image)

## 2 Eye Detection

The contrast of gray intensity between eye and the other skin region is great, and there are a lot of edges with fierce gradient. It has been proved by GaborEye that the fierce response to specific Gabor filter of eye-and-brow region is valuable to extract eye windows in most cases. In this paper, the calculation of eye windows’ x-coordinate and y-coordinate is respectively based on Gabor wavelet filtering and horizontal integral projection of x-directional gradient. Since not only Gabor filter direction should be consistent with the face tilt angle but also a level face image is the precondition of eyes’ y-coordinate localization algorithm, we calculate the tilt angle and adjust face images to level firstly.

### 2.1 Face Tilt Detection and Adjustment

In the reality, face gesture and tilt angle are arbitrary. The face tilt angle is defined as the degrees from the vertical of the line connecting the two eyes. In order to calculate the tilt angle, we need to protrude the eyes from the whole image. Because of the low gray intensity of eyes, the bottom-hat operator[7] is applied to protrude the eyes:

$$ V = I \cdot B - I $$

where $B$ is the element structure, $I$ is the original image, with size of $H \times W$, $H$ denotes the height, and $W$ represents the width. Due to the round intensity valley field on eye regions, a disk element structure is used in this morphological operation. The radius of $B$ is decided by the original image size. In this paper, the radius is 7 while the image is $100 \times 100$ pixel size. Take $I$ for example, the eyes and eyebrows in the image $V$, shown as Fig. 2, are with high intensity while the hairs and background in $I$ are eliminated. While rotating the image from -45 to 45 degrees, we calculate the x-directional integral projection of $V$ on each degree. The standard variation $\sigma$ of the projection vector is the maximum when the rotation makes the two eyes are located on the same level. The object function is as follows:
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\[
\begin{aligned}
P_{ia} &= \frac{\sum_{j=1}^{W} V_{i,j}}{W}, i = 1, \ldots, H, \alpha \in [-45, 45] \\
\sigma_{a} &= \frac{\sum_{i} (P_{ia} - \bar{P_{ia}})^{2}}{H - 1}
\end{aligned}
\]  

(2)

\[
\alpha^{\ast} = \arg \max_{\alpha} (\sigma_{a}, \alpha \in [-45, 45])
\]  

(3)

where \(\alpha\) is the searching rotation angle, and \(\alpha^{\ast}\) is the calculated tilt angle. According to equation (3), \(\sigma_{\alpha}\) reaches the maximum when \(\alpha^{\ast} = -8\). The adjusted image is shown as Fig. 2, and the face is level.

![Fig. 2. a) original image, b) valley field image, c) level image](image)

### 2.2 Y-Coordinate Localization

Since the eye is composed of the pupil, white eyeball and the canthus, the horizontal intensity changed much more frequently and fiercely than the nose and mouth region. So the approximate y-coordinate can be calculated by the horizontal integral projection of x-directional gradient. In order to eliminate the edge of hairs and background, the gradient image \(S\) is the convolution of valley field image and the horizontal Sobel edge detector. Moreover, because the eyes are located in the upper part of the face images, this area is projected to calculate \(y^{\ast}\) according to the equation (4) and (5), which is the y-coordinate of the eyes.

\[
P_{Si} = \frac{\sum_{j=1}^{W} S_{i,j}}{W}, i = 1, \ldots, H \\
y^{\ast} = \arg \max_{i} (P_{Si}, i \in [1, H/2])
\]  

(4)  

(5)

### 2.3 X-Coordinate Localization Based on Gabor Filtering

The vertical intensity gradient changes obviously after the face tilt is eliminated, i.e. there will be intense frequency response. Since the convolution with 2-D Gabor filter can provide the energy of any frequency and direction, therefore eye-and-brow region with special frequency and direction could be extracted by the much fiercer response
than the other regions via a 2-D Gabor wavelet filter. The function of 2-D Gabor wavelet filter [8] is as follows:

\[ G_{U,V}(z) = \frac{\left\| k_{U,V} \right\|^2}{\sigma^2} e^{-\frac{\left\| k_{U,V} \right\|^2 / 2 \sigma^2}{\sigma^2}} e^{-\frac{i k_{U,V} z}{2 \sigma^2}} \] (6)

where \( k_{U,V} = k_e e^{i \phi} \), \( \sigma = 2 \pi \), \( z = (x, y)^T \) is the coordinate; \( U = \frac{k_x \cos \phi_n}{2 \pi} \), \( V = \frac{k_y \sin \phi_n}{2 \pi} \), \( k_v = \frac{k_{\max}}{f_m} \) is the frequency, and normally \( f = \sqrt{2}, m \in N \); \( \phi_n = \frac{n \pi}{8}, \phi_n \in [0, \pi] \) decides the direction. So various filters can be obtained with different pairs of \((n, m)\). Since the face images have been adjusted to level, here \( n = 0 \). The scale of Gabor kernel is denoted as \( m = \eta \cdot H \) [6], where \( m \) and \( H \) is respectively the scale and height of the face image, and \( \eta = 0.03 \) in this paper.

\[ \text{Project}_{eyes} = \frac{1}{25} \sum_{i,j} C_{i,j}, h \in (y-15, y+10) \] (7)

\( \text{Project}_{eyes} \) calculated through equation (7) is shown as Fig. 3. \( E_L \) and \( E_R \) are the maximums of \( \text{Project}_{eyes} \) in left and right half respectively, the threshold is defined as \( T = \alpha E \), where \( \alpha = 0.75 \). Hence the x-coordinate range of eye window is obtained and the eye windows can be extracted with the x and y coordinates.

Fig. 3. a) level face image, b) filter image, c) filtered image, d) vertical integral projection of eye region, e) extracted eye windows

3 Improvement on X-Coordinate Localization of Eye Windows

3.1 Enhancing the Double Peak Property of the Y-Directional Integral Projection

When wearing accessories, \( \text{Project}_{eyes} \) would not appear as double peaks, and another noise peak would emerge in between. Because the middle peak location matches the single peak location of \( \text{Project}_{mouth} \), equation (8) and (9) are proposed to weaken the middle peak in \( \text{Project}_{eyes} \).
\[ \text{Project}_{\text{mouth}} = \frac{5}{2H} \sum_{i,j} C_{i,j}, h \in (H/2, 9H/10) \]  
\[ \text{Project} = \text{Project}_{\text{eyes}} - \lambda \times \text{Project}_{\text{mouth}} \]  

where \( \lambda \) is a coefficient which is normally 0.5, \( \text{Project}_{\text{eyes}} \) and \( \text{Project}_{\text{mouth}} \) are respectively the vertical integral projection of eye and mouth regions. Shown as Fig. 4, the middle peak is eliminated and the double peak property is enhanced.

![Fig. 4.](image)

**3.2 Automatic Gabor Filter Selection Based on PCA (Principle Component Analysis)**

As 3-D flexible objects, the appearance of face images is changed with the various expressions, gestures, illumination and so on, which will affect their frequency distribution property. Mostly, the Gabor filter with the coefficient selected according to section 2.3 performs well. However the frequency component in the eye windows from different samples varies sometimes, and only one single filter can neither fully represent the way in which people recognize eyes, nor describe the exact difference between eyes and the other regions. In this paper, the PCA is applied to analyze the principle component and select the best \( \text{Project}_n \) for the purpose of localizing the eyes’ x-coordinate. Besides the filter with \( m = 3 \) mentioned above, another two filters with \( m = 2, 4 \) are introduced to acquire different frequency response \( M_n \) and \( \text{Project}_n \), where \( n = 1, 2, 3 \).

\[ V_n = U^T (P'_n - \bar{P}) \]  
\[ \bar{P} = \frac{1}{n_p} \sum_{p} P'_i \]  

where \( U \) is constructed by the eigenvectors corresponding to large eigenvalues of the covariance matrix of the training projection data set \( \mathbf{P} = \{P'_1, \ldots, P'_{n_p}\} \), which the correct eye localization can be made based on. And \( P' \) is standardized \( \text{Project} \) whose mean is 0 and variation is 1. And the dimension of \( P' \) is unified to 50.
Then the best filter can be decided via equation (12)

\[ n^* = \arg \max_n (\| V_n \|^2) \]  

(12)

And the corresponding \textit{Project}_n can be chosen as the basis of calculating the x-coordinate of eyes instead of \textit{Project}_{eyes}.

## 4 Pupil Localization

After extracting eye windows, precise pupil position is located in eye windows by the pupil localization algorithm. For the round shape property of pupils, RS[9] algorithm is applied to locate the pupil. Although RS algorithm can locate the radial symmetrical center accurately, the algorithm is relatively complicated for our application. Instead of aiming at the pupil’s low intensity character, it detects the radial symmetrical center with both higher and lower intensity. In order to achieve better efficiency and accuracy, NRS (Negative Radial Symmetry) algorithm is presented as a simplified version of RS algorithm, which only detects the radial symmetrical center with lower intensity. Particularly, NRS carries out the 3×3 Sobel edge detector[10] to calculate the vertical and horizontal gradient vector \( G \). And then negative point \( p_{-ve} \) of original pixel \( p \) is calculated via equation (13).

\[ p_{-ve} = p - \text{round} \left( \frac{G(p)}{\| G(p) \|} n \right) \]  

(13)

where \( G(p) \) is a 2-D gradient vector, \text{round} means rounding each vector element to the nearest integer. And \( n \in R \), where \( R \) is the range of possible pupil radius.

\[ O_n(p_{-ve}(p)) = O_n(p_{-ve}(p)) - 1 \]  

(14)

\[ M_n(p_{-ve}(p)) = M_n(p_{-ve}(p)) - \| G(p) \| \]  

(15)

\( F_n \) is calculated by \( O_n \) and \( M_n \) via equation (16).

\[ F_n = \frac{M_n(O_n)}{k_n} \]  

(16)

where \( \alpha = 2 \), and \( O_n(p) = \begin{cases} O_n(p), & \text{if } O_n(p) < k_n, \\ k_n, & \text{else} \end{cases} \)  

\( k_n = \begin{cases} 8, & \text{if } n = 1 \\ 9, & \text{else} \end{cases} \)

\[ S_n = F_n * A_n \]  

(17)

where \( A_n \) is a Gaussian widow with size of \( n \times n \), and its standard deviation is 0.5\( n \). \( S \) is available via equation (18):
\[ S = \sum_{N} S_n \] (18)

The pupil center is positioned at the points with minimum \( S \) in the eye region. Computing time for NRS algorithm takes only 50% as much as RS, and further experiment proves that the localization accuracy is improved.

### 5 Experiment Result

926 pieces of images from FERET database are selected as the test set, the subjects of which are from different races, with various expressions and accessories, and under different illumination environment. The correct detection is defined as the eyes are detected and marked within a 15×29 rectangle, which is the common size of the eye window when the size of detected face images is 100×100, so is the pupil localization with the window size of 11×11, which means the error distance between the localized center and the real pupil center is less than 5 pixels.

A set of experiment is designed to prove the improvement of the eye detection and pupil localization by the Gabor filter selected via PCA. The eye detection rate and pupil localization rate is shown in Table 1 and Table 2.

#### Table 1. Eye detection rate for different filter selection

<table>
<thead>
<tr>
<th>Filter Selection</th>
<th>Left eye detection rate</th>
<th>Right eye detection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=2</td>
<td>79.2%</td>
<td>78.9%</td>
</tr>
<tr>
<td>n=3</td>
<td>95.8%</td>
<td>95.1%</td>
</tr>
<tr>
<td>n=4</td>
<td>88.4%</td>
<td>87.7%</td>
</tr>
<tr>
<td>the filter selected via PCA</td>
<td>98.3%</td>
<td>98.5%</td>
</tr>
</tbody>
</table>

#### Table 2. Pupil localization rate for different filter selection

<table>
<thead>
<tr>
<th>Filter Selection</th>
<th>Left Pupil localization rate</th>
<th>Right Pupil localization rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=2</td>
<td>77.1%</td>
<td>76.4%</td>
</tr>
<tr>
<td>n=3</td>
<td>87.9%</td>
<td>89.9%</td>
</tr>
<tr>
<td>n=4</td>
<td>86.3%</td>
<td>87.0%</td>
</tr>
<tr>
<td>the filter selected via PCA</td>
<td>92.4%</td>
<td>93.2%</td>
</tr>
</tbody>
</table>

Shown as tables above, the performance based on the Gabor filter selected via PCA increases both the eye detection rate and pupil localization rate significantly. For the purpose of further evaluating the Gabor filter selection capability of PCA, the standard deviation of pupil localization error distance is calculated and shown as Table. 3.
Table 3. Pupil localization error distance standard deviation

<table>
<thead>
<tr>
<th>Filter Selection</th>
<th>Left Pupil error distance standard deviation</th>
<th>Right Pupil error distance standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=2</td>
<td>6.21</td>
<td>6.06</td>
</tr>
<tr>
<td>n=3</td>
<td>2.64</td>
<td>2.99</td>
</tr>
<tr>
<td>n=4</td>
<td>4.32</td>
<td>4.84</td>
</tr>
<tr>
<td>the filter selected via PCA</td>
<td>2.13</td>
<td>2.23</td>
</tr>
</tbody>
</table>

It can be concluded from the analysis of the two tables above that the application of the automatically selected Gabor filter via PCA performs better than any result based on single-band Gabor filter.

The better localization accuracy of NRS than RS is proven by the comparison between the two algorithms, which is presented in the followed table.

Table 4. Comparison of localization rate and error distance standard deviation between RS and NRS

<table>
<thead>
<tr>
<th></th>
<th>NRS</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Pupil localization rate</td>
<td>92.4%</td>
<td>90.1%</td>
</tr>
<tr>
<td>Right Pupil localization rate</td>
<td>93.2%</td>
<td>91.1%</td>
</tr>
<tr>
<td>Left Pupil error distance standard deviation</td>
<td>2.13</td>
<td>2.34</td>
</tr>
<tr>
<td>Right Pupil error distance standard deviation</td>
<td>2.28</td>
<td>2.42</td>
</tr>
</tbody>
</table>

NRS not only run faster than RS, but also shows better localization rate and smaller pupil localization error distance standard deviation. Hence the conclusion can be drawn that NRS performs better than RS.

In comparison with GaborEye model within the test set, the localization rate and pupil localization distance error standard deviation are shown as Table 5.

Table 5. Comparison of localization rate and error distance standard deviation between the adaptive Gabor filtering & NRS and GaborEye model & RS

<table>
<thead>
<tr>
<th></th>
<th>Adaptive Gabor filtering &amp; NRS</th>
<th>GaborEye &amp; RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Pupil localization rate</td>
<td>92.4%</td>
<td>87.4%</td>
</tr>
<tr>
<td>Right Pupil localization rate</td>
<td>93.2%</td>
<td>88.2%</td>
</tr>
<tr>
<td>Left Pupil error distance standard deviation</td>
<td>2.13</td>
<td>3.07</td>
</tr>
<tr>
<td>Right Pupil error distance standard deviation</td>
<td>2.28</td>
<td>2.96</td>
</tr>
</tbody>
</table>

The data in Table 5 proves that the novel algorithm in this paper demonstrates a better localization rate and less localization error distance standard deviation. The result suggests that the algorithm based on multi-band Gabor wavelet filter fusion and NRS perform better than GaborEye model algorithm. The eye and pupil localization results are shown as Fig. 5.
A Pupil Localization Algorithm

6 Conclusion

The paper focuses on a novel pupil localization algorithm which aligns the face images under different illumination environment and with varieties of expressions and gesture. It extracts the eye region and then precisely locating the pupils. Advantages proved by the experiments based on the FERET database are as follows:

1. The tilt angle detection and adjustment problem is solved by calculating the x-directional integral projection vector’s deviation. Moreover it simplifies the selection of the Gabor filter coefficients, with the improvement of the algorithm efficiency.
2. It locates the eyes’ y-coordinate more precisely based on the horizontal gradient.
3. The PCA based Gabor filter selection algorithm is introduced to select the best filtered image for more accurate eye region extraction, and projection enhancement algorithm is proposed to resist the effect of accessories.
4. NRS operation is presented and applied with higher efficiency and accuracy.

The experiments prove that the new algorithm in this paper can correctly locate the pupil precisely and resist uneven illumination, various expression, and accessories.
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Abstract. Document decomposition is a basic but crucial step for many document related applications. This paper proposes a novel approach to decompose document images into zones. It first generates overlapping zone hypotheses based on generic visual features. Then, each candidate zone is evaluated quantitatively by a learned generative zone model. We infer the optimal set of non-overlapping zones that covers a given document image by a heuristic search algorithm. The experimental results demonstrate that the proposed method is very robust to document structure variation and noise.

1 Introduction

Document decomposition is a basic but crucial step for many document related tasks, such as document classification, recognition, and retrieval. For example, given a technical article, after it is decomposed into zones, the zones’ properties can be used as indices for efficient document retrieval. Hence, an accurate, robust and efficient framework for document decomposition is a very important and demanding module of document analysis, which ensures success of subsequent tasks.

The goal of document image decomposition is to segment document images into zones. Each zone is a perceptually compact and consistent unit (at certain scale), e.g. a paragraph of text, a textural image patch. Methods for document image decomposition can be classified into three categories: bottom-up methods\textsuperscript{[5,9,15]}, top-down methods\textsuperscript{[17,8]}, and combination of the two\textsuperscript{[13]}. Typical examples of bottom-up methods utilize detected connected components, and progressively aggregate them into higher level structures, e.g. words, text lines, and paragraphs (zones). Conversely, top-down methods decompose larger components into smaller ones. A typical top-down approach is the X-Y tree method\textsuperscript{[14]}, which splits a document image into rectangular

* The corresponding author.
areas (zones) recursively by alternating horizontal and vertical cuts along spaces. Usually, both approaches heavily depend on detecting connected components, separating graphics and white space, or certain document generating rules and heuristics. Both parameters for detecting document components and rules/heuristics used to segment documents are often manually tuned and defined by observing data from a development set. Thus, the adaptability and robustness of these methods are limited. It is hard for them to be generalized from document to document. When there exist ambiguities (e.g. text in document is noisy or has accidental proximity), neither type of method decomposes pages reliably. Methods based on statistical pattern analysis techniques [6,10] are generally more robust. However, current reported methods, so far, are still relatively naive. For example, features are ad hoc, and computation engines are greedy.

This paper proposes a novel approach to decomposing document images using machine learning and pattern recognition techniques. More specifically, given a document image, it first proposes over-complete overlapping zone hypotheses in a bottom-up way based on generic visual feature classifiers. Then, each candidate zone is evaluated and assigned a cost according to a learned generative probabilistic zone model. Finally, a zone inference module implemented as a heuristic search algorithm selects the optimal set of non-overlapping zones that covers the given document image corresponding to the global optimal page decomposition solution.

The most outstanding advantage of the proposed method is that it organically combines a convenient document representation, an elaborated computational data structure, and an efficient inference algorithm together to solve the page decomposition problem. In other words, it seamlessly incorporates data(documents), models(representation) and computing (data structure and algorithm) into an integrated framework. Thus, it makes the model effective for data representation and computation; and it also makes the computation efficient due to the convenient model and computational data structure. Moreover, this method is one of the very few methods providing globally optimal multi-column document decomposition solutions, besides the X-Y-tree-like context free grammar methods. Based on page decomposition results, further document analysis tasks, such as meta-data tagging, document recognition and retrieval, are expected to be more convenient.

We first introduce a document image representation in Section 2. We discuss data preparation, document models and learning in Section 3 and 4. In Section 5, we implement zone inference by a well informed heuristic search algorithm. Some results are shown in Section 6. Finally, we summarize the proposed method in Section 7.

2 Document Image Representation

We represent a document image by a 2-layer hierarchical model. The first layer is called the primitive layer. Given a document image $I$, we apply standard techniques, such as [17], to detect “words” as atomic primitives, and connect these words into a word-graph, denoted as $G_w$.

$$G_w = < V, E >,$$

where $V = \{v_i; i = 1, \ldots, N_w\}$, each “word” is a graph node $v$. $N_w$ is the number of “words” in a document. The edge set, $E = \{(e = (i, j), w_{ij}) : v_i, v_j \in V, w_{ij} \in$
Fig. 1. Two layers of a document image model. a) Layout layer - segmented zones. b) Primitive layer - detected word bounding boxes.

$\mathbb{R}$, tells the neighborhood relation of pairs of “words.” Each edge is associated with a weight, $w_{ij}$, representing bounding force between a pair of “words.”

Note that these detected “words” need not be lexical words, a fraction of a word or an image patch is fine. The only purpose of this step is to reduce the image representation from pixels to a compact atomic “word” representation for the sake of computational efficiency.

The second layer is the layout layer, where the detected “words” are grouped into zones and form a zone-map, denoted as $Z$.

$$Z = (N_z, \{z_j : j = 1, \ldots, N_z\}),$$  

where $N_z$ is the number of zones. Each zone is defined as

$$z_j = (\{c_i^{(j)} : i = 1, \ldots, n_{cj}\}, \{v_k^{(j)} : k = 1, \ldots, n_{wj}\}),$$

which is a polygon representation; $c_i^{(j)}$ is a corner of a zone bounding polygon. $n_{cj}$ is the number of vertices/corners of zone-$j$’s bounding polygon. $n_{wj}$ is the number of “words” comprising zone-$j$. Fig. 1 shows the hierarchical representation of a document image.

Most conventional zoning algorithms heavily depend on connected component and white-space analysis, which involve ad hoc parameter tuning and rigid rule based reasoning. Consequently, the adaptability and robustness of the algorithms are limited. Our zone representation is based on corners, which is a well-known generic low-level robust visual feature, and it is independent of language. (Corners of the textural image bounding polygon is still obtained by connected component analysis.) Note that this
polygon representation for zones is not necessarily a rectangle. Our method is capable of handling diverse layout styles under a common generic zone model as shown in Fig. 6.

From generative model point of view, we have the following causal dependence $Z \rightarrow G_w$. We integrate the two layers into a joint probability of $G_w$ (derived from an input document image $I$) and the hidden representation $Z$:

$$p(G_w, Z) = p(G_w | Z)p(Z),$$

where $p(G_w | Z)$ is a generic zone likelihood model, and $p(Z)$ is a prior model for zone relations.

3 Data Preparation

3.1 Features

**Generic visual features.** In this project, we adopt 21 Harr-like filters to extract features from document images. These 21 filters are derived from 5 prototype Harr-filters (shown in Fig. 2(a), including a horizontal step edge, a vertical step edge, a horizontal bar(ridge), a vertical bar, and a diagonal blocks) by varying their size and scale. These features are generic and important visual features, and the filter responses can be computed in constant time at any scale and location using integral images [16].

**“Word” related features.** “Word” related features are very important and convenient features for document analysis. In this project, we identified six types of such feature on the word-graph $g$. We introduce the definition of each feature as follows.

1. “word” compactness in a zone: $f_w^{(0)}(g) = \frac{\sum_{i=1}^k A(g_i)}{A(z)}$ where $g_i$ is the $i$th connected component of the word-graph within a candidate zone. Usually $k = 1$ in a zone, i.e. words are highly connected to one another within a zone. $A(\cdot)$ is the area of a connected component bounding box. This word-graph connected component is not the pixel-based connect component adopted by conventional document image analysis methods. $0 < f_w^{(0)}(g) \leq 1$. 
2. “word” height(size) consistency in a zone: \( f_w^{(1)}(g) = \frac{n_w^d(g)}{n_w(g)} \), where \( n_w(g) \) is the number of “words” in a zone, and \( n_w^d(g) \) is the number of “words” with dominant height in the zone. Usually, \( 0 < f_w^{(1)}(g) \leq 1 \). This feature tells the ratio of dominant sized “words” in a zone, which indicates the font size consistency of the zone.

3. zone bounding box top border edge-cutting span: \( f_w^{(2)}(g) = \frac{l_e^{(t)}}{l_z} \), where \( l_z \) is the width of a zone, and \( l_e^{(t)} \) is length of part of the zone bounding box top border that cuts word-graph edges. A graphical illustration of this feature is shown in Fig.2(b). \( 0 \leq f_w^{(2)}(g) \leq 1 \).

4. zone bounding box bottom border edge-cutting span: Similar to the above, \( f_w^{(3)}(g) = \frac{l_e^{(b)}}{l_z} \), where \( l_e^{(b)} \) is length of part of a zone bounding box bottom border that cuts word-graph edges as shown in Fig.2(b). \( 0 \leq f_w^{(3)}(g) \leq 1 \).

5. zone bounding box vertical border average edge-cutting weight: \( f_w^{(4)}(g) = \frac{\sum_{e=1}^{n_{el}} w_e^{(i)}}{n_{tl}} \), where \( n_{el} \) is number of edges cut by the two vertical borders of a zone bounding box. \( w_e^{(i)} \) is the \( i \)th edge weight. \( n_{tl} \) is the number of text lines in the zone. This feature indicates the connection force of a proposed zone with its surroundings. The larger edge weight cut, less likely it is a valid zone.

6. text line alignment in a zone: \( f_w^{(5)}(g) = \min(\text{var}(x_l), \text{var}(x_c), \text{var}(x_r)) \). It gives the minimum variance of the text lines’ left, center and right \( x \) coordinates in a zone. The smaller the variance, the better the alignment.

These features are heuristic but independent of languages and layout style, as we try to avoid extracting syntax information from document to make our model more generalizable. These features are not necessarily independent, and they are utilized to evaluate the “goodness” of proposed zones.

### 3.2 Generating Word-Graph – The Primitive Layer

Given a document image \( I \), we first compute a word-graph \( G_w \) using a neighbor finding algorithm based on the Voronoi tessellation algorithm[9] (Fig.3(a)). Then, we compute edge weights, which tell how likely a pair of connected words are to belong to the same zone. The edge weights are posterior probabilities returned by an edge classifier discussed below. We adopt Support Vector Machines (SVM) to learn the binary edge classifier from word-graphs of training images as follows:

1. Data Preparation: We manually label zone bounding boxes on the training word-graphs. Positive edge samples are the edges within zone bounding boxes; negative samples are those cut by bounding box borders.

2. Feature Extraction: We extract a 22-dimensional feature vector including a feature accounting height difference of a pair of “words”, and the 21 Harr-like filter responses (described in Section 3.1) from an image patch. The image patch is cut from \( I \) centering at the mid-point of an edge, and its area is four times large of the union of the two “words” bounding boxes.

Fig. 3. (a) A Voronoi word-graph. (b) The same word-graph after prune edges whose weighs are less than 0.5 assigned by an edge classifier. Note that the edges between the paragraphs that are vertically adjacent to each other are not cut by the edge classifier.

Fig. 3(b) shows a word-graph after pruning edges whose weighs are less than 0.5 assigned by the SVM edge classifier. As the connection of a pair of “words” is computed based on generic features, the measure is more robust than pre-defined adhoc heuristic rules. Note that, in the figure, the edges between the paragraphs that are vertically adjacent to each other are not cut by the edge classifier.

3.3 Generating Zone Hypotheses

In Eqn.2, the zone representation is a generic polygon. In this paper, we demonstrate the power of the representation by simply using rectangles for zones without losing much generality due to the data set. Thus, Eqn.2 is reduced to $z_j = (c_{ul}, c_{lr}, \{v_k^{(j)} : k = 1, \ldots, n_{wj}\})$, where $c_{ul}$ and $c_{lr}$ are upper-left and lower-right corners of a zone bounding box.

In order to propose candidate zones efficiently, we train two classifiers, which detect upper-left and lower-right corners in document images, as follows:

1. Data Preparation: We obtain positive samples of zones’ upper-left and lower-right corners using the labeled zones’ corners in training word-graphs; Negative samples are collected by randomly selecting “word” bounding boxes’ corners, which are not the corners of labeled zones.
2. Feature Extraction: We extract a 21-dimension generic visual feature vector (described in Section 3.1) from an image patch, which is cut from $I$ centering at an upper-left or lower-right corner, and its size is $400 \times 400$ pixels.
3. SVM Training: We train LibSVM corner classifiers on the extracted feature vectors.

We augment the corner set by including bounding box corners of word-graph connected components in order not to miss any possible corners. Fig. 4(a) shows detected zone
A Likelihood Model for Zones

In Eqn 8, \( p(G_w | Z) \) can be factorized into

\[
p(G_w | Z) = p(g_w) \prod_{i=1}^{N_z} p(g_i | z_i),
\]

where \( g_w \) is sub-graphs of “words” not covered by any zone, \( p(g_w) = \exp(-|g_w|) \), and \( |\cdot| \) denotes the cardinality function. \( g_i \) is sub-word-graph(s) subsumed in zone-\( i \), and \( p(g_i | z_i) \) is a generative model for zones.

Intuitively, \( p(g | z) \) governs how “words” are organized in zones in terms of the features \( f^{(j)} (\cdot) \) described in Section 3.1. We want to construct a probabilistic model \( p \) on
word-sub-graphs, such that the expected value of each feature is the same as its average value extracted from training data. That is, given \( n \) labeled zones,

\[
E_j[f_w^{(j)}(g|z)] = \sum_{i=1}^{n} p(g_i|z_i) f_w^{(j)}(g_i|z_i) = \frac{1}{n} \sum_{i=1}^{n} f_w^{(j)}(g_i|z_i) = \mu_j, \quad j = 0, \ldots, 5,
\]

where \( j \) indexes the zone features of Section 3.1. The observed feature statistics serve as constraints. Thus, based on maximum entropy principle, the likelihood model for zones is derived as

\[
p(g|z) = c \exp\left\{-\sum_{j=0}^{5} \lambda_j f_w^{(j)}(g|z)\right\},
\]

where \( \lambda \)'s are Lagrange multipliers or, in this case, feature weights to be estimated. \( c \) is the normalizing constant. Note that as the features \( f_w^{(2)}, f_w^{(3)}, f_w^{(4)} \) are “context sensitive,” the zone model encodes a certain amount of contextual information.

**Learning feature weights** \( \lambda_j \). In Eqn 5 generally, there is no closed form Maximum Likelihood Estimation (MLE) solution for \( (\lambda_0, \ldots, \lambda_5) \). We adopt a numerical method called Generalized Iterative Scaling (GIS) proposed by \cite{4} to solve them iteratively as follows:

1. Given \( n \) labeled zones, compute each feature of each zone: \( f_w^{(j)}(g_i|z_i) \), \( j = 0, \ldots, 5 \), \( i = 1, \ldots, n \).
2. Compute the average of each feature extracted from the training data,

\[
\mu_j = \frac{1}{n} \sum_{i=1}^{n} f_w^{(j)}(g_i|z_i), \quad j = 0, \ldots, 5.
\]

3. Start iteration of GIS with \( \lambda_j^{(0)} = 1 \), \( j = 0, \ldots, 5 \).
4. At iteration \( t \), with current parameter \( \lambda_j^{(t)} \), use Eqn 5 to compute

\[
E_j^{(t)}[f_w^{(j)}(g|z)] = \sum_{i=1}^{n} p^{(t)}(g_i|z_i) f_w^{(j)}(g_i|z_i), \quad j = 0, \ldots, 5
\]

for each feature.
5. Update parameters

\[
\lambda_j^{(t+1)} = \lambda_j^{(t)} + \frac{1}{C} \log \frac{\mu_j}{E_j^{(t)}}, \quad j = 0, \ldots, 5,
\]

where \( C \) is the correction constant chosen large enough to cover an additional dummy feature\cite{4}. \( (C = 8 \) in this project.\)
6. Continue iteration from Step 3 until convergence.

### 4.2 A Prior Model for Zone-Map

The prior model of zone-maps governs not only each zone’s shape, but also spatial distribution of zones in a page, e.g. similarity, proximity, symmetry. It is characterized
by a statistical ensemble called *Gestalt ensemble* for various Gestalt patterns\textsuperscript{18}. The model makes zone evaluation context sensitive. However, learning such a prior model is very expensive. In this project, as the documents in the public data set only contains rectangular zones, we take advantage of this specificity of the document set by simply enforcing that each zone is a rectangle and there is no overlap between any two zones, such that 

$$p(\{z_1, \ldots, z_N\}) = \prod_{i \neq j} \delta(z_i \cap z_j),$$

where $\delta(\cdot)$ is the Dirac delta function. Thus,

$$p(Z) = p(N_Z) \prod_{i \neq j} \delta(z_i \cap z_j), \quad (6)$$

where $p(N_Z)$ is prior knowledge on zone cardinality, which we assume to be a uniform distribution.

In summary, the joint probability of a word-graph $G_w$ and zone partition $Z$ is

$$p(G_w, Z) = p(G_w|Z)p(Z)$$

$$= p(g_\bar{w}) \{ \prod_{i=1}^{N_z} p(g_i|z_i) \} \cdot p(N_z) \prod_{i \neq j} \delta(z_i \cap z_j) \quad (7)$$

### 5 Zone Inference by Heuristic Search

Document image decomposition can be formulated into a Maximum A Posteriori (MAP) zone inference problem ($p(Z|G_w)$). However, to find the global optimal solution in this high dimensional space can be very expensive. In this paper, we propose a novel approach, which converts this challenging statistical inference problem into an optimal (covering) set selection problem by turning learned data statistics into costs and constraints. We design a well informed heuristic search algorithm, i.e. $A^*$ search, to seek the global optimal page decomposition solution.

#### 5.1 Generating Costs and Constraints from Learned Statistics

Instead of assigning costs and defining constraints in an *ad hoc* way, we derive them based on learned probabilistic models. In the page decomposition problem, we learn the following probabilistic models in Eqn\textsuperscript{7} 1) a generative zone model, $p(g|z)$, and 2) a prior model about pairwise zone relation, $p(\{z_1, \ldots, z_N\})$.

We convert a probability $0 < P(\cdot) < 1$ to a cost as

$$c(\cdot) = \rho(-\log P(\cdot)), \quad (8)$$

where $\rho(x)$ is a robust function cutting off extreme values. When $P(\cdot) = 0$ or $P(\cdot) = 1$, there generates a binary constraint for that event. As a result, in this project, we have the following costs and constraints generated from the learned models: 1) individual cost for each zone, 2) a binary constraint that selected zones cover all “words” in a page, and 3) a binary constraint of no overlap between any pair of zones.
5.2 The \( A^* \) Algorithm

\( A^* \) algorithm is a best-first graph search algorithm, which finds a path from an initial node to a goal node. It maintains a set of partial solutions, i.e. paths through the graph starting at the start node, stored in a priority queue. The priority assigned to a path passing node \( x \) is determined by the function,

\[
f(x) = g(x) + h(x),
\]

where \( g(x) \) is a cost function, which measures the cost it incurred from the initial node to the current node \( x \), and \( h(x) \) a heuristic function estimating the cost to the goal node from \( x \). To ensure the search algorithm find the optimal solution, \( h(x) \) must be admissible.

In this project, after candidate zones are proposed, page decomposition can be formulated as a weighted polygon partitioning problem in computational geometry: given a polygon (document page) and a set of candidate sub-polygons (zones), each with a weight(cost), the goal is to partition the polygon into a subset of disjoint sub-polygons in the candidate set so as to cover every “word” in a document image with minimum cost. This problem can be solved by an \( A^* \) search algorithm, which exploit heuristics from data to improve search performance.

As \( A^* \) search algorithm is a standard algorithm in the search literature, here we only introduce each term in the algorithm in the context of document decomposition.

State Variable \( x \): Suppose that there are \( n \) candidate zones, we introduced a binary state vector \( x = (x_1, \ldots, x_n) \), where \( x_i = 1 \) means zone-\( i \) is selected; 0, otherwise. Any specific choice of 0’s or 1’s for the components of \( x \) corresponds to selecting a particular subset of the candidate zones.

The Goal State is every “word” in a given document is covered by only one zone.

The Cost Function \( g(x) \): The cost of each path to \( x \) is defined as,

\[
g(x) = c_z^T x,
\]

where \( c_z = (c_{z1}, \ldots, c_{zn})^T \) is the vector of individual zone costs, which was computed by Eqn.5 & Eqn.8 immediately after candidate zones are proposed.

The Heuristic Function \( h(x) \): To insure the \( A^* \) algorithm admissible (or optimal), \( h(x) \) must never overestimate the actual cost of reaching the goal. To achieve this and given the fact that both the document and the zones are represented by rectangles, the \( h \)-value of a path, from \( x \) to the goal state, is estimated by finding the minimum number of non-overlapping rectangles to partition the rest of the document page that has not been covered by the selected zones, \( n_z(x) \),

\[
h(x) = n_z(x) \times c_{min},
\]

where \( c_{min} \) is the minimum zone cost learned from the training data. The estimate of \( n_z(x) \) involves partitioning the complementary polygon of a state \( x \), which is created by removing the selected zones (rectangles) from the document page (a rectangle), into minimum number of non-overlapping rectangles. Partitioning arbitrary polygons
is NP-complete, but becomes tractable if it is restricted to only orthogonal polygons (whose edges are either horizontal or vertical), and can be estimated by the following theorem [11].

**Theorem 1.** An orthogonal polygon can be minimally partitioned into \( N - L - H + 1 \) rectangles, where \( N \) is the number of reflex vertices, \( H \) is the number of holes and \( L \) is the maximum number of non-intersecting chords that can be drawn either horizontally or vertically between reflex vertices.

One key computation in the theorem is that of finding \( L \), the maximum number of non-intersecting chords that can be drawn either horizontally or vertically between reflex vertices. In this section we will show that this is equivalent to the problem of finding the maximum number of independent vertices in the intersection (bipartite) graph of the vertical or horizontal chords between reflex vertices, and derive a solution from a maximum matching of the bipartite graph [11, 12].

As illustrated in Figure 5(a), the complementary of a document image (the outer rectangle), to be partitioned, is generated first by removing the selected zones (the shading rectangles) in a path \( x \). To estimate \( L \) for this orthogonal polygon, a bipartite graph is first constructed in the following steps:

1. find all possible horizontal and vertical chords that can be drawn between all reflex vertices of the polygon (the black dots shown in Figure 5(a));

---

1 A reflex vertex is a vertex with interior angle greater than 180°.
2. include all horizontal chords obtained from Step 1 in a set $H$, and vertical chords in a set $V$;
3. construct a bipartite graph from the two sets by setting a vertex for each chord and drawing an edge between vertices of two sets if their corresponding chords intercept. Each edge is represented by a duplet, e.g. $(h_1, v_1)$ for edge between vertices $h_1 \in H$ and $v_1 \in V$, and the set of all edges in the graph is $E$. The constructed bipartite graph is represented as $G = ((H, V), E)$.

Figure 5 (b) illustrates the bipartite graph constructed from Figure 5 (a), where $H = \{h_1, h_2, h_3\}$, $V = \{v_1, v_2, v_3, v_4\}$, and $E = \{(h_1, v_1), (h_2, v_3), (h_2, v_4), (h_3, v_2)\}$. The problem of finding $L$ converts, now, to that of finding the maximum independent set of the bipartite graph $G$.

**Definition 1 (Maximum independent set problem).** Given a graph $G$, an independent set is a subset of its vertices that are pairwise not adjacent (connected by an edge). The problem of finding the largest independent set in a graph $G$ is called a maximum independent set problem.

The independent set problem of an arbitrary graph is known to be NP-complete, but a polynomial solution exists when the graph is a bipartite graph. This can be done by solving a maximum bipartite matching problem [11,12].

**Definition 2 (Maximum bipartite matching problem).** Let $G = ((A, B), E)$ be an undirected bipartite graph, where $A$ and $B$ are sets of vertices, and $E$ the set of edges of the form $(a, b)$ with $a \in A$ and $b \in B$. A subset $M \subseteq E$ is a matching if no two edges in $M$ are incident to the same vertex, that is no two edges share a common vertex. A vertex is called matched if it is incident to an edge in the match, and unmatched otherwise. Maximum bipartite matching is to find a matching $M$ that contains the maximum number of edges of all possible matchings.

The maximum bipartite matching problem is a well studied topic in graph theory, and often appears as a algorithm textbooks (e.g. [3]). As it is a standard algorithm, we omit the details for the sake of space limit.

In this project, we adopt graph-cut algorithm to solve the maximum bipartite matching for $G = ((H, V), E)$, so as to find the maximum independent set to solve $L$. Consequently, according to Theorem 1, the heuristic function $h(x)$ can be computed by Eq. [11]. As the heuristic estimation is grounded on a solid theoretical foundation and generally gives a tight upper bound, the proposed algorithm becomes very efficient and a well-informed search strategy, which is also verified by the experiments.

**Convenient Data Structures for Search.** To enforce zones’ non-overlapping constraint, we create a matrix called candidate zone overlapping matrix $O$ to encode candidate zones’ overlap. It is very easily generated as follows: Say, there are $n$ candidate zones. $O$ is initialized as a $n \times n$ matrix, each entry is set to 0. Then, for each pair of overlapping zones, say zone-$i$ and zone-$j$, we set $O(i, j) = 1$ and $O(j, i) = 1$. During the search, whenever a candidate zone, say zone-$i$, is selected as a part of the solution, we check the $i$-th row of $O$, and exclude every candidate zone-$j$ where $O(i, j) = 1$ from future selection. In this way, it is guaranteed that no overlapping zones can possibly appear in the solution.

Figure 5 (b) illustrates the bipartite graph constructed from Figure 5 (a), where $H = \{h_1, h_2, h_3\}$, $V = \{v_1, v_2, v_3, v_4\}$, and $E = \{(h_1, v_1), (h_2, v_3), (h_2, v_4), (h_3, v_2)\}$. The problem of finding $L$ converts, now, to that of finding the maximum independent set of the bipartite graph $G$.

**Definition 1 (Maximum independent set problem).** Given a graph $G$, an independent set is a subset of its vertices that are pairwise not adjacent (connected by an edge). The problem of finding the largest independent set in a graph $G$ is called a maximum independent set problem.

The independent set problem of an arbitrary graph is known to be NP-complete, but a polynomial solution exists when the graph is a bipartite graph. This can be done by solving a maximum bipartite matching problem [11,12].

**Definition 2 (Maximum bipartite matching problem).** Let $G = ((A, B), E)$ be an undirected bipartite graph, where $A$ and $B$ are sets of vertices, and $E$ the set of edges of the form $(a, b)$ with $a \in A$ and $b \in B$. A subset $M \subseteq E$ is a matching if no two edges in $M$ are incident to the same vertex, that is no two edges share a common vertex. A vertex is called matched if it is incident to an edge in the match, and unmatched otherwise. Maximum bipartite matching is to find a matching $M$ that contains the maximum number of edges of all possible matchings.

The maximum bipartite matching problem is a well studied topic in graph theory, and often appears as a algorithm textbooks (e.g. [3]). As it is a standard algorithm, we omit the details for the sake of space limit.

In this project, we adopt graph-cut algorithm to solve the maximum bipartite matching for $G = ((H, V), E)$, so as to find the maximum independent set to solve $L$. Consequently, according to Theorem 1, the heuristic function $h(x)$ can be computed by Eq. [11]. As the heuristic estimation is grounded on a solid theoretical foundation and generally gives a tight upper bound, the proposed algorithm becomes very efficient and a well-informed search strategy, which is also verified by the experiments.

**Convenient Data Structures for Search.** To enforce zones’ non-overlapping constraint, we create a matrix called candidate zone overlapping matrix $O$ to encode candidate zones’ overlap. It is very easily generated as follows: Say, there are $n$ candidate zones. $O$ is initialized as a $n \times n$ matrix, each entry is set to 0. Then, for each pair of overlapping zones, say zone-$i$ and zone-$j$, we set $O(i, j) = 1$ and $O(j, i) = 1$. During the search, whenever a candidate zone, say zone-$i$, is selected as a part of the solution, we check the $i$-th row of $O$, and exclude every candidate zone-$j$ where $O(i, j) = 1$ from future selection. In this way, it is guaranteed that no overlapping zones can possibly appear in the solution.
Fig. 6. Page decomposition results. Note that the 1st result shows that the method is robust to noise and free from connected component restriction.
Another factor making the search efficient is due to a data structure called word-to-
candidate-zone index $I_{w \rightarrow z}$. After $n$ candidate zones are proposed, for each word in the
document, there are pointers to the candidate zones that cover it. Note that each word
can be covered by a number of overlapping candidate zones. But in the final solution,
only one of them is selected. At each search state, say $x$, we check each word which has
not been covered by selected candidate zones so far to see any available candidate zones
covers it. The number of available candidate zones is decreasing when more and more
candidate zones as selected because the more candidate zone that are selected, the fewer
available candidates; and the more overlapping candidate zones are excluded from the
candidate list. $I_{w \rightarrow z}$ needs to be updated dynamically at each search step. If there exists
an uncovered word neither covered by any available not-selected-yet candidate zones,
$h(x) = \infty$. It means that this search path is terminated earlier, even though there are
possible additional non-overlapping rectangles to be partitioned solely based on the
current shape of polygon (current configuration of decomposed document). This step
makes the search much more efficient by pruning spurious search paths at an earlier
stage.

6 Data Set and Experimental Results

We train and test our model on the first page of articles from NLM’s MEDLINE
database. We randomly select a set of first pages for training and a different set for
testing. Some inference results are shown in Fig. We can see that our results are very
accurate and robust to document layout variations and noise, and it is also free from
connect component restriction. Moreover, we claim that due to the convenient docu-
ment representation and computational data structure, together with the well informed
heuristic search strategy, the algorithm is capable of efficiently solving most page de-
compositions within a second. This efficiency is also because we limit the number of
candidate zones by only considering the top 20 to 50 proposals from the generative zone
model. Otherwise, the search space grows exponentially with the number of candidates.

7 Conclusions

We have proposed a novel, generic and efficient learning and inference framework to
solve a fundamental challenging problem of document analysis. It organically integrates
data, models and computing to search for globally optimized multi-column document
decomposition solutions. The learning part learns robust probabilistic models based on
generic features. The inference module casts an expensive statistical inference to a well
informed heuristic search problem. As a result, the proposed framework is very general,
and it can be extended to a lot of machine learning applications.
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Abstract. In this paper we propose and develop a new algorithm, Corrected Inverse-Denoising filter (CIDER) to restore blurred and noisy images. The approach is motivated by a recent algorithm ForWaRD, which uses a regularized inverse filter followed by a wavelet denoising scheme. In ForWaRD, the restored image obtained by the regularized inverse filter is a biased estimate of the original image. In CIDER, the correction term is added to this restored image such that the resulting one is an unbiased estimator. Similarly, the wavelet denoising scheme can be applied to suppress the residual noise. Experimental results show that the performance of CIDER is better than other existing methods in our comparison study.
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1 Introduction

Image restoration is an important problem in image processing and many real world applications. An observed image usually results from some blurring operation performed on the original image, and then corrupted by additive noises. The blurring of images often occurs when there is a relative motion between the camera and the original scene, from defocusing of the lens system, or from atmospheric turbulence.

In digital image processing, the discrete imaging model of the degradation process can be represented by using vectors and matrices. With the lexicographical ordering of the original image \( x \) with size \( M \) and the observed image \( y \), their relationship can be expressed as follows:

\[
y = Hx + n.
\]

Here \( H \) is the blurring matrix and \( n \) is a vector of zero-mean Gaussian white noise with variance \( \sigma^2 \). The objective of image restoration is to recover the original image \( x \) from the observed image \( y \).
The problem of image restoration can be viewed as to design an operator $G$ on image $y$, such that the restoration image can be expressed as

$$\hat{x} = Gy = GHx + Gn.$$  \hspace{1cm} (2)

The Wiener filter and Constrained Least Squares (CLS) \[9\] are two common image restoration methods. The role of the Wiener filter is to reduce the expected sum of squares of errors $E\{(\hat{x} - x)^2\}$. The CLS method is to minimize the energy function, which is the weighted sum of the data fitting term $||y - Hx||^2$ and another term containing some prior information about the original image $x$ to alleviate the problem of ill-conditioning characteristics.

The use of wavelet in image restoration is a relatively prevalent concept \[2816\]. Its success is due to the fact that signals and images usually have sparse wavelet representations. Therefore a few but significant wavelet coefficients can be used in the representation. The most important advance in image restoration is that Neelamani et al. \[13\] designed a framework: ForWaRD (Fourier-Wavelet Regularized Deconvolution). ForWaRD is a two-stage method, the first stage is to take the regularized inverse of the convolution kernel in the Fourier domain and the second stage is to remove the residual noise in wavelet domain from the estimated image in the previous stage. Both theoretical analysis of ForWaRD and simulation results show that this two-stage method performs very well for image restoration. Recently, we developed a similar hybrid algorithm for spatial and wavelet domains image restoration \[17\]. The main idea is to use constrained least squares methods with wavelet denoising (CLS-W). The experimental results show the two-stage method is indeed effective for image restoration.

In the two-stage approach, the regularized inversion $G_\alpha$ ($\alpha$ refers to the regularization parameter) is first employed to the observed image $y$, we derive an estimated image $\hat{x}_\alpha = G_\alpha y$. Here we denote $x_\alpha = G_\alpha Hx$ as a regularized version of the original image $x$ and $n_\alpha = G_\alpha n$ as the leaked noise (the residual noise). We know that $\hat{x}_\alpha$ is equal to a sum of the regularized image and the leaked noise, i.e.,

$$\hat{x}_\alpha = x_\alpha + n_\alpha.$$

In the second stage, a Wavelet domain Wiener Filter (WWF) \[10\] is performed on the current estimated image $\hat{x}_\alpha$ to remove the leaked noise $n_\alpha$, the obtained image $\hat{x}$ is the restoration of the original image.

We remark that the final estimated image $\hat{x}$ is an estimate of the regularized image $x_\alpha$ rather than the original image $x$. This design is ignored in the two-stage method and the regularized image $x_\alpha$ is used to approximate $x$. The error between the original image $x$ and the regularized image $x_\alpha$ is then given by

$$\Delta x = x - x_\alpha = (I - G_\alpha H)x.$$

The error $\Delta x$ can spoil a lot of the non-stationary image features such as edges and ridges. The error $\Delta x$ can be controlled by choosing a very small regularization parameter. However, a small regularization parameter will amplify the noise. Thus it will be difficult to remove the residual noise $n_\alpha$. 

Our goal here is to design an algorithm in which the error $\triangle \mathbf{x}$ is added to the current estimated image $\hat{\mathbf{x}}_\alpha$, and a distorted-free but noisy image $\mathbf{z} = \hat{\mathbf{x}}_\alpha + \triangle \mathbf{x}$ is obtained. We then apply the wavelet denoising scheme to suppress the noise $\mathbf{n}_\alpha$ from the new observed image $\mathbf{z}$. This step gives a correction to the previous estimate after the new estimated image is obtained. Following the process of updating the previous estimation, the denoising scheme is employed. Thus, our proposed method is a three-stage method as follow:

- **Inversion:** Employing regularized inversion to obtain an estimate by using $\hat{\mathbf{x}}_\alpha = \mathbf{G}_\alpha y$.
- **Correction:** Updating the previous estimate, the error $\triangle \mathbf{x}$ is added to $\hat{\mathbf{x}}_\alpha$ and a distorted-free but noisy image $\mathbf{z} = \hat{\mathbf{x}}_\alpha + \triangle \mathbf{x}$ is obtained.
- **Denoising:** Using WWF to obtain a final estimated image $\hat{\mathbf{x}}$ from $\mathbf{z}$.

We call our method CIDER (Corrected Inverse-Denoising Filter). The CIDER approach can be formulated as the following minimization problem:

$$\begin{align*}
\mathbf{z} &= \arg\min_{\mathbf{z}} \| \mathbf{W} \mathbf{z} - \mathbf{y} \|^2_2 + \alpha \| \mathbf{R}(\mathbf{z} - \mathbf{x}_p) \|^2_2; \\
\hat{\mathbf{x}} &= \arg\min_{\mathbf{x}} \| \mathbf{z} - \mathbf{x} \|^2_2 + \| \mathbf{W} \mathbf{x} \|^2_D.
\end{align*}$$

Here $\mathbf{W}$ is the wavelet transform matrix and $\mathbf{D}$ is the weighted diagonal matrix.

In order to calculate the distortion error, we assume that the desired image $\mathbf{x}$ is known. It is an Oracle CIDER method, we show the process in Fig.\ref{fig:CIDER}(a). One particular challenge is that the desired image $\mathbf{x}$ is not available. In the correction process, we propose an indirect approach based on the two-stage method. A pilot image estimate $\mathbf{x}_p$ is produced by the two-stage method, we then use this estimate to calculate the distortion error

$$\triangle \mathbf{x}_p = (I - \mathbf{G}_\alpha \mathbf{H}) \mathbf{x}_p.$$ 

A new observed image $\mathbf{z}$ is obtained through adding the pilot error to the previous estimate. Wavelet denoising scheme is employed to remove the residual noise from this new observed image. It is an empirical approach. The overall process of CIDER is shown in Fig.\ref{fig:CIDER}

The outline of this paper is as follows. In Section 2, we first give a brief review on Wiener filter and wavelet domain Wiener filter. We then illustrate and analyze the CIDER method in Section 3. In Section 4, experimental results are given to illustrate the effectiveness of CIDER. Finally, concluding remarks are given in Section 5.

### 2 Wiener Filter and Wavelet-Domain Wiener Filter

#### 2.1 Wiener Filter

Under the assumption of periodic boundary condition, the blurring model in \ref{fig:Wiener}(see Andrew and Hunt \ref{fig:Wiener}) can be expressed in frequency domain as

$$Y_k = H_k X_k + N_k,$$
Fig. 1. CIDER: Corrected Inverse-Denoise Filter

where $X_k$, $Y_k$, $H_k$ and $N_k$ are the discrete Fourier transforms of $\mathbf{x}$, $\mathbf{y}$, $\mathbf{H}$ and $\mathbf{n}$ respectively. A regularized inverse filter has been proposed by Nowak and Thul [16] when they studied the linear shift invariance inverse problem arising from photon-limited image. The method is further developed and studied in ForWaRD by Neelamani et al. [15], the regularized Wiener filter is defined as

$$G_{\alpha,k} = \left( \frac{1}{H_k} \right) \left( \frac{|H_k|^2 |X_k|^2}{|H_k|^2 |X_k|^2 + \alpha \sigma^2} \right).$$

When a flat signal spectrum $X_k$ was assumed, it becomes the Tikhonov regularized method and

$$G_{\alpha,k} = \frac{H_k^*}{|H_k|^2 + \alpha},$$

where “$^*$” denotes the conjugate transpose. The current estimated image is obtained through $\hat{X}_{\alpha,k} = G_{\alpha,k} Y_k$.

### 2.2 Wavelet-Domain Denoising

When the blurring operator is scale homogeneous, Donoho [6] proposed a very efficient shrinkage procedure for denoising which is called the wavelet vaguelette denoising. If an image is corrupted by noises, then the noisy pixel values will be converted to noisy wavelet coefficients. The idea of this method is based on that large wavelet coefficients carry significant information and should be
kept or shrunk; small coefficients are mostly noisy signal and can be ignored. Wavelet-based noise reduction algorithms are asymptotically near optimal for a wide class of signals corrupted by additive Gaussian white noises. However, such algorithms also work well when the noise is neither white noise nor Gaussian [11].

Wavelet denoising is done by a three-step procedure:

(i) the noisy signal is transformed to the wavelet coefficients;
(ii) a shrinkage function is applied to the wavelet coefficients;
(iii) the denoised version is reconstructed from the shrunken wavelet coefficients.

Consider the problem of restoring a one-dimensional signal \( x(t) \) from the noisy signal \( y(t) \)

\[
y(t) = x(t) + n(t).
\]

Here \( n(t) \) is a zero-mean white Gaussian noise. Let \( \psi(t) \) be a wavelet function and \( \varphi(t) \) be a scaling function. Using the discrete wavelet transform, \( y(t) \) can be expressed in terms of shifted version of \( \varphi(t) \), and shifted and dilated versions of \( \psi(t) \). In case of orthogonal wavelets, this gives

\[
y(t) = \sum_l \langle y, \varphi_{j,l} \rangle \varphi_{j,l}(t) + \sum_{j,l} \langle y, \psi_{j,l} \rangle \psi_{j,l}(t)
\]

where

\[
\varphi_{j,l}(t) = \sqrt{2^j} \varphi(2^j t - l) \quad \text{and} \quad \psi_{j,l}(t) = \sqrt{2^j} \psi(2^j t - l).
\]

The parameters \( j \) and \( l \) correspond to the scale and the location respectively, and the parameter \( J \) controls the resolution of the wavelet reconstruction.

A wavelet shrinkage estimator has been proposed to restore the original signal \( x(t) \), which attenuates independently each noisy coefficient \( \langle y, \psi_{j,l} \rangle \) with some non-linear function \( s_{\lambda_{j,l}}(t) \), the restoration signal is given by Donoho and Johnstone [7]:

\[
\hat{x}(t) = \sum_l \langle y, \varphi_{j,l} \rangle \varphi_{j,l}(t) + \sum_{j,l} s_{\lambda_{j,l}}(\langle y, \psi_{j,l} \rangle) \psi_{j,l}(t).
\]

A number of different shrinkage functions have been considered in the literature. One of the most popular shrinkage functions is the hard threshold shrinkage function, which is defined as

\[
s_{\lambda_{j,l}}(\langle y, \psi_{j,l} \rangle) = \begin{cases} 
\langle y, \psi_{j,l} \rangle, & |\langle y, \psi_{j,l} \rangle| > \lambda_{j,l}, \\
0, & |\langle y, \psi_{j,l} \rangle| \leq \lambda_{j,l}.
\end{cases}
\]

Donoho and Johnstone [7] proposed a possible choice of parameter

\[
\lambda_{j,l} = \sigma_j \sqrt{2 \ln M}
\]

with \( \sigma_j \) being the variance at wavelet scale \( j \) and \( M \) being the length of the signal.
Since the wavelet transform approximates the Karhunen-Loeve (KL) transform for a broad class of signals, Ghael et al. [10] proposed a Wavelet-domain Wiener Filter (WWF) as a denoising scheme which can improve the Mean Square Error (MSE) performance of the hard shrinkage method. The wavelet coefficients of the restored image is defined by employing the Wiener filtering on each wavelet coefficient, thus the function $s_{\lambda_j,l}(t)$ is expressed as follows:

$$s_{\lambda_j,l}(\langle y, \psi_{j,l} \rangle) = \frac{\langle x, \psi_{j,l} \rangle^2}{\langle x, \psi_{j,l} \rangle^2 + \sigma_j^2} \langle y, \psi_{j,l} \rangle. \quad (7)$$

But the coefficients $\langle x, \psi_{j,l} \rangle$ are required to construct the unknowns $s_{\lambda_j,l}(\langle y, \psi_{j,l} \rangle)$. Hence, we first estimate the coefficient $\langle x, \psi_{j,l} \rangle$ by using the hard shrinkage method. The resulting minimum MSE of WWF is

$$E\{||x - \hat{x}||_2^2\} = \sum_{j,l} \frac{\langle x, \psi_{j,l} \rangle^2 \sigma_j^2}{\langle x, \psi_{j,l} \rangle^2 + \sigma_j^2}. \quad (8)$$

We remark that when $\langle x, \psi_k \rangle \neq 0$, $s_{\lambda_j,l}(\langle y, \psi_{j,l} \rangle)$ is the minimizer of the following problem

$$s_{\lambda_j,l}(\langle y, \psi_{j,l} \rangle) = \operatorname{argmin}_z \{z - \langle y, \psi_k \rangle\}^2 + \frac{\sigma_j^2}{\langle x, \psi_k \rangle^2} z^2.$$ 

Let $W$ be the wavelet transform matrix and $D$ be the diagonal matrix with entries $\frac{\sigma_j^2}{\langle x, \psi_k \rangle^2}$. By using the unitary invariance property of the 2-norm, the WWF approach can be formulated as

$$\hat{x} = \operatorname{argmin}_x ||y - x||_2^2 + ||x||_D^2.$$

3 Analysis of CIDER

In this section, we analyze the CIDER method. We summarize the algorithm as follows:

**The CIDER method:**

(Stage 1) Deblurring by using the CLS method

- Estimate $\hat{x}_o = (H^*H + \alpha R^*R)^{-1}H^*y$;

(Stage 2) Correcting the distortion error

- (a) Use the ForWaRD method or the CLS-W method to estimate $x_p$;
- (b) Compute the distortion error $\Delta x_p = \alpha(H^*H + \alpha R^*R)^{-1}R^*Rx_p$;
- (c) Update the previous estimate by using $z = \hat{x}_o + \Delta x_p$;

(Stage 3) Denoising in a wavelet domain

- (a) Compute the wavelet coefficients $\langle z, \psi_{j,l} \rangle$ of $z$;
- (b) Compute the wavelet coefficients $\langle x_p, \psi_{j,l} \rangle$;
- (c) Perform WWF by using $\langle \hat{x}_p, \psi_{j,l} \rangle = \frac{\langle x_p, \psi_{j,l} \rangle^2}{\langle x_p, \psi_{j,l} \rangle^2 + \sigma_j^2} \langle z, \psi_{j,l} \rangle$;
- (d) Compute the inverse wavelet transform with $\langle \hat{x}, \psi_{j,l} \rangle$ to obtain the estimate $\hat{x}$.

Here we focus our discussion on the CLS-W method. We remark that one can perform a similar analysis for the ForWaRD method.
3.1 Mean Squares Error

In this subsection, we focus our discussion on Oracle CIDER method and assume that the desired image $x$ is known and employ it as the pilot image, i.e., $x_p = x$. Let $e$ be the difference between the original image $x$ and the restored image $\hat{x}$, i.e., $e = x - \hat{x}$. The mean square error is then given by

$$J(\alpha) = E\{|e|^2\} = \sum \{E\{e, \psi_{j,l}\}^2\}.$$

We note that $\hat{x}$ is obtained from $z$ by using the WWF method, therefore we have

$$\langle \hat{x}, \psi_{j,l} \rangle = s_{j,l} \langle z, \psi_{j,l} \rangle,$$

where $s_{j,l} = \frac{\langle x, \psi_{j,l} \rangle^2}{(\langle x, \psi_{j,l} \rangle^2 + \sigma_j^2)},$

where $\sigma_j^2$ denotes the variance of $n_\alpha$ at wavelet scale $j$. Since the leaked noise $n_\alpha = G_\alpha n$ in $\hat{x}_\alpha$ is Gaussian but is not a white noise, we conclude that the expected value of $n_\alpha$ is zero, and its covariance matrix is given by $\sigma^2 G_\alpha G_\alpha^*$. Let $\psi_{j,l,k}$ be the discrete Fourier transform of $\psi_{j,l}$. Then we have

$$\sigma_j^2 = E\{|n_\alpha, \psi_{j,l}\}^2\} = \sum \frac{\sigma^2 |H_k|^2 |\psi_{j,l,k}|^2}{(|H_k|^2 + \alpha |R_k|^2)^2}.$$

We note that $\langle e, \psi_{j,l} \rangle = \langle x - s_{j,l} z, \psi_{j,l} \rangle$, we obtain $E(z) = x$ from the assumption that $x_p = x$. It is clear that

$$E(\langle e, \psi_{j,l} \rangle) = (1 - s_{j,l}) \langle x, \psi_{j,l} \rangle,$$

and the variance is given by $\text{Var}(\langle e, \psi_{j,l} \rangle) = s_{j,l}^2 \sigma_j^2$.

As the MSE is the sum of a bias term and a variance term, we have

$$J(\alpha) = \sum \{E(\langle e, \psi_{j,l} \rangle)\}^2 + \sum \text{Var}(\langle e, \psi_{j,l} \rangle)$$

$$= \sum (1 - s_{j,l})^2 \langle x, \psi_{j,l} \rangle^2 + \sum s_{j,l}^2 \sigma_j^2$$

$$= \text{Bias}(e) + \text{Var}(e).$$

Summing up the bias term and the variance term, we obtain

$$J(\alpha) = \sum \frac{\langle x, \psi_{j,l} \rangle^2 \sigma_j^2}{(\langle x, \psi_{j,l} \rangle^2 + \sigma_j^2)}.$$

Next we present the following result to show that the method CIDER is more efficient than the CLS-W method.

**Proposition 1.** Denote $\tilde{x}$ and $\hat{x}$ be the restored image by using CLS-W and Oracle CIDER respectively, and $\bar{e} = x - \tilde{x}, e = x - \hat{x}$. When we use the same regularization parameter $\alpha$, we have

$$\text{Bias}(\bar{e}) > \text{Bias}(e) \quad \text{and} \quad \text{Var}(\bar{e}) = \text{Var}(e),$$

and hence we conclude that the MSE of CLS-W is larger than that of CIDER.
**Proof:** We note that the restored image $\bar{x}$ is obtained by removing the residual noise from $\hat{x}_\alpha$. The denoising scheme uses the ideal WWF, and the shrinkage coefficient is also given by $s_{j,l} = \frac{\langle x, \psi_{j,l} \rangle^2}{\langle x, \psi_{j,l} \rangle^2 + \sigma_j^2}$. Therefore, we have

$$
\langle \bar{e}, \psi_{j,l} \rangle = \langle x - s_{j,l} \hat{x}_\alpha, \psi_{j,l} \rangle \\
= \langle x - s_{j,l} x, \psi_{j,l} \rangle - s_{j,l} \langle n_\alpha, \psi_{j,l} \rangle \\
= \langle (I - s_{j,l} G_\alpha H)x, \psi_{j,l} \rangle - s_{j,l} \langle n_\alpha, \psi_{j,l} \rangle
$$

Hence we obtain $\text{Var}(\bar{e}) = s_{j,l}^2 \sigma_j^2$ and

$$
\mathbf{E}(\langle \bar{e}, \psi_{j,l} \rangle) = \langle (I - s_{j,l} G_\alpha H)x, \psi_{j,l} \rangle \\
= \sum_k \left( 1 - \frac{s_{j,l} |H_k|^2}{|H_k|^2 + \alpha |R_k|^2} \right) X_k \psi_{j,l,k}.
$$

We obtain

$$
\{\mathbf{E}(\langle \bar{e}, \psi_{j,l} \rangle)\}^2 \geq \sum_k (1 - s_{j,l})^2 |X_k|^2 |\psi_{j,l,k}|^2
$$

As the MSE of CLS-W is given by

$$
\tilde{J}(\alpha) = \sum_{j,l} \{\mathbf{E}(\langle \bar{e}, \psi_{j,l} \rangle)\}^2 + \sum_{j,l} \text{Var}(\langle \bar{e}, \psi_{j,l} \rangle)
$$

we conclude that

$$
\text{Bias}(\bar{e}) \geq \text{Bias}(e) \quad \text{and} \quad \text{Var}(\bar{e}) = \text{Var}(e).
$$

Therefore we have $\tilde{J}(\alpha) \geq J(\alpha)$.

In the correction step, the distortion error

$$
\Delta x = \alpha (H^*H + \alpha R^*R)^{-1} R^* Rx
$$

is added to the current estimate. But the desired image $x$ is not available. In practice, a pilot image $x_p$ is used to approximate the desired image. We propose a cost function $J_p(\alpha)$ to approximate the final MSE, which is defined as

$$
J_p(\alpha) = J_{p,1}(\alpha) + J_{p,2}(\alpha).
$$

Here

$$
J_{p,1}(\alpha) = \mathbf{E}(\|\Delta x - \Delta x_p\|_2^2) \quad \text{and} \quad J_{p,2} = \sum_{j,l} \frac{\|\langle x, \psi_{j,l} \rangle\|^2 \sigma_j^2}{\|\langle x, \psi_{j,l} \rangle\|^2 + \sigma_j^2}.
$$

Denote $X_{p,k}$ to be the DFT of $x_p$, we have

$$
J_{p,1}(\alpha) = \mathbf{E}(\|\alpha (H^*H + \alpha R^*R)^{-1} R^* R (x - x_p)\|_2^2) \\
= \sum_k \frac{\alpha^2 |R_k|^4 |X_k - X_{p,k}|^2}{(|H_k|^2 + \alpha |R_k|^2)^2}.
$$
3.2 Regularization Parameter

The regularization parameter $\alpha$ controls the trade-off between fidelity to the observed image $\mathbf{y}$ and smoothness of the estimate $\hat{\mathbf{x}}$. Several methods are available for choosing the value of regularization parameter $\alpha$ [9,13]. In general, the regularization parameter is chosen to minimize the MSE between the estimated image and the original image. In the CIDER method, the regularization is chosen to minimize the cost function $J(\alpha)$.

As $J(\alpha)$ is the mean squares error, we know that it is a strictly positive function in $\alpha$. We then consider the derivative of $J(\alpha)$,

$$
\frac{\partial J(\alpha)}{\partial \alpha} = \frac{\langle \mathbf{x}, \psi_{j,l} \rangle^4}{\langle \mathbf{x}, \psi_{j,l} \rangle^2 + \sigma_j^2} \frac{\partial \sigma_j^2}{\partial \alpha}.
$$

From (9), we have

$$
\frac{\partial \sigma_j^2}{\partial \alpha} = \sum_k (-2) \frac{\sigma_j^2 |H_k|^2 |R_k|^2 |\psi_{j,l,k}|^2}{(|H_k|^2 + \alpha |R_k|^2)^3}.
$$

Since $\frac{\partial \sigma_j^2}{\partial \alpha} < 0$, we know that $\frac{\partial J(\alpha)}{\partial \alpha} < 0$. This means that $J(\alpha)$ is a monotonic decreasing function in $\alpha$. We conclude that when $\alpha \to \infty$, $\sigma_j^2 \to 0$ and $J(\alpha) \to 0$. Thus in the ideal case, CIDER can restore the original image $\mathbf{x}$ exactly. Fig.2 demonstrates the relationship between the regularization parameter and the MSE. We note that the MSE is decreasing when the regularization parameter $\alpha$ increases.

In the empirical CIDER, the regularization parameter $\alpha$ is also chosen to minimize the cost function $J_p(\alpha)$. We have

$$
\frac{\partial J_p(\alpha)}{\partial \alpha} = \frac{\partial J_{p,1}(\alpha)}{\partial \alpha} + \frac{\partial J_{p,2}(\alpha)}{\partial \alpha} = 0.
$$

Fig. 2. Demonstration of the relationship between the regularization parameter $\alpha$ and the MSE in an Oracle CIDER method. A $256 \times 256$ Boat image with $9 \times 9$ box-blur and BSNR=30 dB is used. $\alpha$ is shown at x-axis and the MSE is shown on y-axis.
Here
\[ \frac{\partial J_{p,1}(\alpha)}{\partial \alpha} = \sum_k 2\alpha |H_k|^2 |R_k|^4 |X_k - X_{p,k}|^2 \left( |H_k|^2 + \alpha |R_k|^2 \right)^3, \]
and
\[ \frac{\partial J_{p,2}(\alpha)}{\partial \alpha} = (-2) \sum_{j,l,k} \frac{|\langle x, \psi_{j,l} \rangle|^4}{\left( |\langle x, \psi_{j,l} \rangle|^2 + \sigma_j^2 \right)^2} \frac{\sigma^2 |H_k|^2 |R_k|^2 |\psi_{j,l,k}|^2}{\left( |H_k|^2 + \alpha |R_k|^2 \right)^3}. \]

We conclude that \( \frac{\partial J_{p,1}(\alpha)}{\partial \alpha} > 0 \) and \( \frac{\partial J_{p,2}(\alpha)}{\partial \alpha} < 0 \), it is easy to show that \( J_{p,1}(\alpha) \) is a strictly positive, monotonic increasing function in \( \alpha \) and \( J_{p,2}(\alpha) \) is a strictly positive, monotonic decreasing function in \( \alpha \) for \( \alpha > 0 \).

Denote
\[ \eta_k = \sum_{j,l} \frac{\sigma^2 |\langle x, \psi_{j,l} \rangle|^4 |\psi_{j,l,k}|^2}{\left( |\langle x, \psi_{j,l} \rangle|^2 + \sigma_j^2 \right)^2} / \left( |R_k|^2 |X_k - X_{p,k}|^2 \right), \]

we note that \( \frac{\partial J_{p}(\alpha)}{\partial \alpha} < 0 \) for \( 0 < \alpha < \min \eta_k \) and \( \frac{\partial J_{p}(\alpha)}{\partial \alpha} > 0 \) for \( \alpha > \max \eta_k \). As the cost function \( J_p(\alpha) \) is a sum of a monotonic increasing and a monotonic decreasing function in \( \alpha \), it has a unique minimum for \( \alpha \geq 0 \), which lies in the interval \([\min \eta_k, \max \eta_k]\).

4 Simulation Results

In this section, we demonstrate the performance of CIDER in image restoration. Our codes are written in Matlab. We use the second-order difference matrix as the regularization matrix \( R \).

We give an example to illustrate the non-stationary image features can be kept when our method is applied to restore the blurred and noisy images. The original image is blurred by a separable filter with weights \([1 2 2 1]/8\) and is corrupted by the Gaussian noise with \( \sigma^2 = 9 \). In Fig\[ \text{a} \]we show the original image (left) and the blurred and noisy image (right). We use CIDER method to restore the image and the result is competitive to ForWaRD method. We also show the difference between the restored image and the original image, see Fig\[ \text{b} \]. We choose the regularization parameter \( \alpha = 0.0027 \) in ForWaRD method, and \( \alpha = 0.0088 \) in both Oracle CIDER method and empirical CIDER method. The regularization parameter \( \alpha \) is chosen to be the optimal one in ForWaRD method and empirical CIDER method. We recall that the optimal regularization parameter for Oracle CIDER method is \( \alpha = \infty \), we use the same regularization parameter as in the empirical CIDER method, to show that good results can be also obtained. As the denoising scheme is directly applied after the regularization inverse filter in ForWaRD, some image features were spoiled, see Fig\[ \text{c} \] (Upper). When the correction error is added to the regularized image, the visualization of the difference obtained by empirical CIDER method is improved. As the pilot image is obtained by ForWaRD in empirical CIDER method, the visualization of the difference obtained by empirical CIDER method is worse than that by Oracle CIDER method, in which the true image is served as the pilot image.
Fig. 3. The original image (left), and the blurred and noisy image (right) which is blurred by a separable filter with weights [1 2 2 2 1]/8 and is corrupted the noise with $\sigma^2 = 9$.

Next, we demonstrate that our method can improve the Peak-Signal-to-Noise-Ratio (PSNR), which is defined as follows:

$$\text{PSNR} = 10 \log_{10} \frac{||x||^2}{||x - \hat{x}||^2},$$

where $x$ and $\hat{x}$ denote the original image and the restored image respectively, and the target image is of size $n$-by-$m$.

We compare empirical CIDER method with other four methods: the Wiener filter, the CLS method, the ForWaRD method and the CLS-W method. These four methods are to design an operator $G$ for an estimated image $\hat{x} = Gy$. We summarize their corresponding operators $G$ in Table 1. The computational results by the Wiener filter and the ForWaRD method are generated by using the software “ForWaRD”. For pilot images, we use the restored images obtained by the ForWaRD method and the CLS-W method. They refer to CIDER(F) and CIDER(C) respectively in the tables.

Table 1. Different inverse filters $G$. Here $[D_F]_{k,k} = \frac{H_k^*S_{xx,k}}{|H_k|^2 + \alpha S_{nn,k}}$, $[\tilde{D}_F]_{k,k} = \frac{H_k^*}{|H_k|^2 + \alpha}$ and $[D_W]_{k,k} = \frac{(x,\psi_{j,l})^2}{(|x,\psi_{j,l})^2 + \sigma_j^2}$, where $S_{xx,k}$ and $S_{nn,k}$ denote the $k$-th entries of the power spectra density (in a vector form) of $x$ and $n$ respectively, and $F$ and $W$ denote the discrete Fourier transform and wavelet transform matrices respectively.
Table 2. The PSNRs of the restored images for different algorithms. A $9 \times 9$ box-blur is used.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cameraman</th>
<th>Lenna</th>
<th>Theater</th>
<th>Boat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30 dB</td>
<td>40 dB</td>
<td>50 dB</td>
<td>30 dB</td>
</tr>
<tr>
<td>Wiener</td>
<td>19.01</td>
<td>20.79</td>
<td>22.94</td>
<td>30 dB</td>
</tr>
<tr>
<td>ForWaRD</td>
<td>20.28</td>
<td>22.55</td>
<td>25.37</td>
<td>20.31</td>
</tr>
<tr>
<td>CLS-W</td>
<td>20.47</td>
<td>22.69</td>
<td>25.47</td>
<td>20.44</td>
</tr>
<tr>
<td>CIDER(F)</td>
<td>20.83</td>
<td>23.27</td>
<td>26.25</td>
<td>20.73</td>
</tr>
<tr>
<td>CIDER(C)</td>
<td>20.86</td>
<td>23.24</td>
<td>26.15</td>
<td>20.67</td>
</tr>
</tbody>
</table>

Table 3. The PSNRs of the restored images for different algorithms, the blur was tested in [8]

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cameraman</th>
<th>Lenna</th>
<th>Theater</th>
<th>Boat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30 dB</td>
<td>40 dB</td>
<td>50 dB</td>
<td>30 dB</td>
</tr>
<tr>
<td>CLS</td>
<td>21.53</td>
<td>24.88</td>
<td>30.02</td>
<td>22.52</td>
</tr>
<tr>
<td>ForWaRD</td>
<td>22.69</td>
<td>26.64</td>
<td>32.19</td>
<td>23.31</td>
</tr>
<tr>
<td>CLS-W</td>
<td>23.21</td>
<td>27.08</td>
<td>32.41</td>
<td>23.90</td>
</tr>
<tr>
<td>CIDER(F)</td>
<td>23.23</td>
<td>27.20</td>
<td>32.74</td>
<td>23.79</td>
</tr>
<tr>
<td>CIDER(C)</td>
<td>23.42</td>
<td>27.41</td>
<td>32.85</td>
<td>24.05</td>
</tr>
</tbody>
</table>

Table 4. The PSNRs of the restored images for different algorithms, Gaussian blur is used

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cameraman</th>
<th>Lenna</th>
<th>Theater</th>
<th>Boat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30 dB</td>
<td>40 dB</td>
<td>50 dB</td>
<td>30 dB</td>
</tr>
<tr>
<td>Wiener</td>
<td>22.30</td>
<td>24.31</td>
<td>25.89</td>
<td>22.93</td>
</tr>
<tr>
<td>CLS</td>
<td>23.44</td>
<td>25.86</td>
<td>28.90</td>
<td>24.55</td>
</tr>
<tr>
<td>ForWaRD</td>
<td>24.59</td>
<td>27.17</td>
<td>30.06</td>
<td>25.41</td>
</tr>
<tr>
<td>CIDER(F)</td>
<td>24.90</td>
<td>27.75</td>
<td>30.83</td>
<td>25.68</td>
</tr>
<tr>
<td>CIDER(C)</td>
<td>24.93</td>
<td>27.75</td>
<td>30.93</td>
<td>25.70</td>
</tr>
</tbody>
</table>

Table 5. The PSNRs of the restored images for different algorithms, the blur was tested in [14]

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cameraman</th>
<th>Lenna</th>
<th>Theater</th>
<th>Boat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30 dB</td>
<td>40 dB</td>
<td>50 dB</td>
<td>30 dB</td>
</tr>
<tr>
<td>Wiener</td>
<td>22.65</td>
<td>24.31</td>
<td>25.89</td>
<td>23.69</td>
</tr>
<tr>
<td>CLS</td>
<td>22.87</td>
<td>24.55</td>
<td>26.02</td>
<td>24.03</td>
</tr>
<tr>
<td>CLS-W</td>
<td>23.85</td>
<td>25.33</td>
<td>26.73</td>
<td>24.86</td>
</tr>
<tr>
<td>CIDER(F)</td>
<td>23.97</td>
<td>25.52</td>
<td>27.07</td>
<td>24.96</td>
</tr>
<tr>
<td>CIDER(C)</td>
<td>24.01</td>
<td>25.54</td>
<td>27.04</td>
<td>24.95</td>
</tr>
</tbody>
</table>

We consider the following blurring functions:

- A $9 \times 9$-point box-car blur tested in [2] and [15], which is defined as:

$$h(i, j) = \begin{cases} \frac{1}{81}, & 0 \leq i, j \leq 8 \\ 0, & \text{otherwise}. \end{cases}$$
Fig. 4. The restored image and the difference image between the restored image and the original image. Upper: the restored image by ForWaRD method ($\alpha = 0.0027$, PSNR = 22.07) and the difference image. Middle: the restored image by empirical CIDER ($\alpha = 0.0088$, PSNR = 22.50) and the difference image. Bottom: the restored image by Oracle CIDER ($\alpha = 0.0088$, PSNR = 32.87) and the difference image.
– A blurring function is considered in Figueiredo and Nowak \[5\], and is given by

\[
h(i, j) = \begin{cases} 
\frac{1}{1+|i-j|^2}, & -7 \leq i, j \leq 7 \\
0, & \text{otherwise}.
\end{cases}
\]

– A Gaussian blur given by

\[
h(i, j) = \begin{cases} 
\frac{1}{\sqrt{2\pi}\sigma}e^{-\frac{(i-j)^2}{2\sigma^2}}, & -7 \leq i, j \leq 7 \\
0, & \text{otherwise}.
\end{cases}
\]

Here, we set \(\sigma = 1\).

– A 5 × 5 separable filter with weights \([1,4,6,4,1]/16\) which was tested in Liu and Moulin \[14\].

The additive noise variances \(\sigma^2\) are set such that the blurred SNRs (BSNRs) are 30dB, 40dB and 50dB respectively. Tables 2, 3, 4 and 5 show the PSNRs of the restored images obtained by different methods on a 256 × 256 “Cameraman”, “Lenna”, “Theater” and “Boat” images. According to the tables, the PSNRs of the restored images by CIDER are the largest than among those obtained by the other methods in general. Thus we conclude that CIDER outperforms the other methods.

5 Conclusion

In this paper, we presented a new method for image restoration. After the regularized inversion, the estimated image is a sum of a shrinkage image and a noise. We find that two-stage methods only consider removing the residual noise but ignore the fact that the shrinkage image is a distortion version of the original image. We correct the estimated image by an unbiased estimator and then the wavelet denoising method is applied to obtain the final restored image. Experimental results show that the performance of the proposed method is the best among all tested methods in the comparison study.
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Abstract. One new and efficient skew detection algorithm is proposed for form documents according to the feature that the horizontal line has the same skew with the form. This algorithm includes the following steps: Firstly, all horizontal connected regions, including horizontal straight-lines, are extracted from the form document by directional region growing method presented in this paper; Secondly, the optimal line is selected from all horizontal connected regions based on the elongate of connected region; Thirdly, all the pixels belonging to the optimal line are considered to calculate the line parameters with linear least-square theory. The skew angle of the optimal line is just the form skew angle. One elongate function is defined in this paper which described the elongate feature correctly for the band-like connected region. The experiment results show that the form skew angle can be detected accurately, and this skew detection algorithm is fast and robust.
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1 Introduction

The skew angle estimation and correction of a document page is an important task for document analysis and optical character recognition (OCR) applications. In this paper, skew detection algorithm against form documents is researched. For form document, the skew angle can be estimated through computing the reference line parameter, and many skew estimating methods based on line detection have been developed during last several decades. Most of them can be classified into three general categories: Hough transform [1, 4-6], projection profile[7-11] and Run-lengths [3, 12-14].

The Hough transform (HT) has been recognized as one of the most popular and general methods for the straight-line detection. Briefly, the HT projects each point in the Cartesian image space \((x, y)\) into the Hough parameter space \((\rho, \theta)\) using the
parametric representation: $\rho = x \cos \theta + y \sin \theta$. If the points are co-linear, the sinusoids intersect at a point $(\rho, \theta)$ corresponding to the parameter of the line. It can detect dashed and mildly broken lines. However, it is very time consuming. To reduce the computational cost, many fast HT methods were proposed [5-6]. Unfortunately, the speed is still unsatisfied when the image data is large and/or the resolution of detection is high.

Projection profile method [7-11] is another kind of popular techniques for skew detection and works well for text-only documents. It is through the way firstly creating a histogram at each possible angle. Then a cost function is applied to these histograms. The skew angle is the angle at which this cost function is optimized. The method will fail if the projection of a line does not form a peak on the profile when it is mixed with text, and the error of estimated skew angle will be not acceptable when the lines are too short or severely broken. Chen and Lee proposed the strip projection method to alleviate this problem based on the fact that lines are more likely to form peaks on the projection profile in a small region [8]. For example, the horizontal line detection, they first divide an image into several vertical strips of equal width, and then perform horizontal projection on each strip. The detected collinear line segments in each strip are linked to form a line.

Run-lengths [3, 12-14] is often used as an image component in lines detecting. Yu and Jain proposed a data structure, called Block Adjacency Graph (BAG), to represent an image [13]. BAG is defined as $G(N, E)$, of which N is a set of block nodes and E is a set of edges indicating the connections between two nodes. Each node is a block that contains one or several horizontal run-lengths adjacently connected in the vertical direction and aligned on both left and right sides within a given tolerance. A line is detected by searching a connected sub-graph in the BAG with large aspect ratio. For detecting the form skew angle, every line parameter can be calculated by line fitting and the average skew angle of all lines is the form skew angle [14]. Because the final result is calculated with all horizontal lines not the optimal horizontal line, the skew angle is often not precise enough.

In this paper, a novel skew detection algorithm for form document is described. This algorithm treats the lines as connected components and the optimal horizontal line is extracted easily through calculating the values of elongate function for connected components defined in this paper. The form document skew angle can be obtained by fitting this optimal line based on linear least-square theory [15]. Through a large quantity of experiments, this proposed algorithm was proved to be very efficient for form documents.

2 Skew Detection for Form Document Based on Elongate Feature

2.1 Extracting Connected Components with DRG

Directional region growing algorithm (DRG) is a kind of region growing method which grows only in some specified direction, which can be illustrated in Fig.1. In Fig.1, the black dot denotes an object pixel, and the numbers from 1 to 8 are directions related to the object pixel. If the growth is along the direction 1 (the shadow region), only two neighbor pixels related to this direction are considered, they are right and
upper-right. The growth will be continued if anyone of the two pixels related to this direction belongs to the object pixel, and otherwise stopped. The same reason, only upper-right and upper neighbor pixels are considered if growth is along direction 2.

Different with traditional region growing method, the connected component extracted by DRG will extend in specific direction and decline or even stop in other directions. Therefore the DRG is suitable for extracting linear connected regions that is of specific direction, which is illustrated in Fig.2.

![Fig. 1. A pixel and its 8 directions](image1.png)

![Fig. 2. An example for directional region growing](image2.png)

In this paper only horizontal connected components need to be extracted for obtaining horizontal lines. Therefore the DRG are performed in 1 and 8 two directions for every object pixel, and so the lines skewed in the angle between ±45° will be extracted, at the same time those characters or vertical lines will be divided into many small and short connected components to be extracted too. Two DRG examples are

![Fig. 3. Horizontal connected components extracted by DRG algorithm](image3.png)
shown in Fig.3, and the short components in the form are removed for showing clearly. From the Fig.3, line objects are extracted as connected component, and there are burr noises at the cross between lines and characters.

After extracting horizontal connected components, the form skew angle can be calculated with one of horizontal lines. However, now the problem is that which kind of connected component is the line object and how an optimal line can be selected for calculating. One simple method is to select the longest connected component as the optimal line. For Fig.3-a, the method is feasible. But for Fig.3-b, the longest connected component is the black piece which is not the optimal line because of the blurr. In next section, we will define an elongate function for band-like connected component which resolves the selecting problem of the optimal line.

2.2 Optimal Horizontal Line Extraction

2.2.1 Definition of Elongate Function
In document [16], the elongate of connected component is measured by the ratio of the short axis by the major axis which is shown in Fig.4. The elongate formula is defined as:

\[ e = \frac{\alpha}{\beta} . \]  

(1)

Where \( \alpha \) is the short axis length, \( \beta \) is the major axis length for the connected component.

According to the above formula, the two connected components in Fig.5 will have the close values. It is obvious that the above formula can’t measure the thickness and length features very well for band-like object. For this reason, we define another elongate function for band-like connected component.

Definition 1. For a given connected component \( C \), its expanded area is the area of the square outspreaded by the central axis, the formula is as follows:

\[ EA = l^2 . \]  

(2)

Where \( l \) is the central axis length of \( C \), which can be obtained by thinning algorithm [17]. The geometrical explanation is illustrated in Fig.6. The broken line in Fig.6-a is the central axis, the area of the square in Fig.6-c is just the expanded area of Fig.6-a.
From Fig.6, for a connected component, the longer the central axis is, the bigger its expanded area is.

**Definition 2.** For a given connected component \( C \), elongate function \( E \) is the ratio of its expanded area to its real area, the formula is as follows:

\[
E = \frac{E_A}{\text{area}} = \frac{l^2}{\text{area}}.
\]  

(3)

Where \( \text{area} \) is the real area of \( C \).

From the definition 2, the elongate function \( E \) measures the size of expanded area in unit area for connected component, it is related to two variables \( l \) and \( \text{area} \). For the formula 3, we discuss as following:

1) Supposing \( l \) is unchanged, with the declining of \( \text{area} \), the connected component will be thinner. In this case, its elongate becomes more and more strong, and \( E \) is increasing.

2) Supposing \( \text{area} \) is unchanged, with the increasing of \( l \), the connected component will be longer. In this case, its elongate becomes more and more strong, and \( E \) is increasing.

According to the above analysis we take the conclusion that the thinner and longer a band-like object is, the bigger the value of the \( E \) is. Fig.7 and table 1 is several connected components and their elongate function values.

<table>
<thead>
<tr>
<th>No.</th>
<th>( \text{area} ) (pixels)</th>
<th>( l )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>20</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>99</td>
<td>33</td>
<td>11.0</td>
</tr>
<tr>
<td>3</td>
<td>396</td>
<td>66</td>
<td>11.0</td>
</tr>
<tr>
<td>4</td>
<td>198</td>
<td>66</td>
<td>22.0</td>
</tr>
<tr>
<td>5</td>
<td>655</td>
<td>144</td>
<td>31.7</td>
</tr>
</tbody>
</table>
2.2.2 Extracting the Optimal Line

For a form document, the horizontal connected components including horizontal lines, characters and noises will all be extracted together with DRG, and the vertical line objects will be divided into a number of small connected components. The connected components corresponding to the horizontal lines are longer and thinner than those corresponding to vertical lines, characters or noises, so the value $E$ of the former is always larger than those of the latter. Naturally, the principle could be set that the connected component, which has the biggest $E$, is the optimal line. In Fig.3-c and Fig.3-d, the lines indicated by arrow are the optimal lines selected through the feature function $E$ for Fig.3-a and Fig.3-b.

2.3 Skew Estimation

Letting $(x_i, y_i), i = 1, 2, \cdots, N$ are the pixels in the optimal line obtained from above section, if the optimal line equation corresponding to this optimal line is:

$$y = ax + b. \tag{4}$$

According to the unitary linear regression equation, $a$ and $b$ will satisfy:

$$
\begin{cases}
    a = \frac{N \sum_{i=1}^{N} y_i x_i - \sum_{i=1}^{N} x_i \sum_{i=1}^{N} y_i}{N \sum_{i=1}^{N} x_i^2 - \left( \sum_{i=1}^{N} x_i \right)^2} \\
    b = \frac{\sum_{i=1}^{N} y_i \sum_{i=1}^{N} x_i^2 - \sum_{i=1}^{N} x_i \sum_{i=1}^{N} y_i x_i}{N \sum_{i=1}^{N} x_i^2 - \left( \sum_{i=1}^{N} x_i \right)^2}
\end{cases} \tag{5}
$$

Where $a$ is just the form’s skew ratio.

The knowledge about line fitting can be referenced in the document [15]. Fig.8 shows the corrected result for Fig.3-b according to the skew angle estimated by the formula (5).
3 Experiment Result Analysis

To analyze the effect of the method stated above, many comparative experiments were done between our algorithm and other skew detection algorithms in Pentium 2.6G, 512RAM under Windows XP. The other algorithms are coarse-to-fine HT(Method 1) and coarse-to-fine projection profile(Method 2).

**Experiments 1: Data Analysis for Ideal Form Documents**
Ideal form documents are generated through rotating the electronics form documents with different angle on computer. There are 9 types of and 72 tested form documents in all, and the skew angle range is between ±15° (The larger the skew angle is, the more the time consuming of method 1 or 2 is. But our method does not consume more time with the skew angle increasing.). Table 2 is the statistics for the tree methods.

![Fig. 8. The correction result for fig.3-b](image)

**Table 2. The statistics for ideal form images**

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean processing time (s)</th>
<th>Mean absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1</td>
<td>0.293</td>
<td>0.0209</td>
</tr>
<tr>
<td>Method 2</td>
<td>0.172</td>
<td>0.0022</td>
</tr>
<tr>
<td>Our method</td>
<td>0.023</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Where mean absolute error is the error statistic for the skew rate.

**Experiment 2: Data Analysis for Practical Scanning Form Documents**
There are 20 types of and 358 practical form images input by scanner which are all filled in and stamped. And the skew angles range is between ±10°. Table 3 is the statistics.
Table 3. The statistics for practical form images

<table>
<thead>
<tr>
<th></th>
<th>Mean processing time (s)</th>
<th>Correctness ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method-1</td>
<td>0.730</td>
<td>90.2%</td>
</tr>
<tr>
<td>Method-2</td>
<td>0.493</td>
<td>95.8%</td>
</tr>
<tr>
<td>Our method</td>
<td>0.068</td>
<td>99.7%</td>
</tr>
</tbody>
</table>

Where, the correctness ratio is of the number of images, which are acceptable by vision from 10 people after corrected with the estimated skew angle by the algorithm described in this paper, over the number of all tested images.

Experiment 3: Data Analysis for degraded Form Documents

There are 4 types of and 14 ideal form images from experiment 1 to be blurred and noised at three levels from low to high. And three groups of degraded images are achieved. Fig.9 illustrates the effect of different level degraded image. The three levels of degraded images are separately treated as group 1 to 3. The mean absolute errors are calculated for the three groups of images with the three methods. Table 4 is the statistics.

Table 4. The statistics of mean absolute error for three levels of degraded form images

<table>
<thead>
<tr>
<th></th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method-1</td>
<td>0.0143</td>
<td>0.0338</td>
<td>0.0344</td>
</tr>
<tr>
<td>Method-2</td>
<td>0.0018</td>
<td>0.0013</td>
<td>0.0049</td>
</tr>
<tr>
<td>Our method</td>
<td>0.00016</td>
<td>0.0003</td>
<td>0.00058</td>
</tr>
</tbody>
</table>

From above experiments, the conclusions for our method are as follows:

1) The detecting precision with our method is at a quantitative level above the other methods referred in this paper;
2) The detecting speed with our method is at a quantitative level above the other methods referred in this paper;
3) This method has a strong robustness and a wide applicability for blurred and noised form images.
4 Conclusion

In this paper, the form documents skew angle are detected through fitting the optimal horizontal line parameters according to the fact that the horizontal line has a same skew angle with the form. In the course of skew detecting, the objects, including horizontal lines, characters and vertical lines, are treated as connected components, and all the horizontal connected components are extracted, before skew detection, by the DRG algorithm proposed in this paper. To select the optimal line from these connected components correctly, an elongate function is proposed in this paper, which measures correctly the elongate degree for band-like objects and is a powerful tool for the optimal line selecting. At last, the skew angle is successfully obtained though line fitting based on optimization theory. From a large quantity of experiments, this method has fast speed and high precision, and the performance is robust.
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Abstract. In this paper, we propose an Active Appearance Models (AAMs) fitting algorithm, adaptive fitting algorithm, to localize an object in an image containing occlusion. The adaptive fitting algorithm conducts the fitting problem of AAMs containing object occlusion in a statistical framework. We assume that the residual errors can be treated as mixture statistical model of Gaussian and uniform model. We then reformulated the basic fitting algorithm and maximum a-posteriori (MAP) estimation algorithm of model parameter for AAMs to make the adaptive fitting algorithm. Extensive experiments are provided to demonstrate our algorithm.

1 Introduction

Accurate extraction and alignment of target objects from images are important for success of many computer vision and pattern recognition applications. Model-based methods offer potential solutions to this problem. Statistical shape models such as Active Shape Models (ASMs) and Active Appearance Models (AAMs) proposed by Cootes et al [1, 2] have shown great potential in object localization and segmentation tasks. ASMs and AAMs are normally constructed by applying Procrustes analysis [6] followed by Principal Components Analysis (PCA) [10] to a collection of training images of objects with a mesh of canonical feature points on them.

Inherent to the AAMs algorithm described above is the assumption that each feature point in the source image has a corresponding match in the target image. This need may not always be the case. The occlusion may occur in the training data used to construct the AAMs, and/or in the input images to which the AAMs is fitted. Perhaps the most common cause of occlusion is 3D pose variation, which often causes self-occlusion. Other causes of occlusion include any objects placed in front of the interesting objects. Under such situations, the AAMs fitting algorithm typically fails. Then it is important to be able to: (1) construct AAMs from occluded training images, and (2) efficiently fit AAMs to novel images containing occlusion.

Previously, Gross et al [7] had proposed algorithms to construct AAMs from occluded training images and to track faces efficiently in videos containing...
occlusion. In their approach, the mean shape, statistical model of shape and appearance in AAMs were reconstructed considering occlusion. Furthermore, robust and efficient AAMs fitting algorithms were proposed to track face with occlusion. We will use their reconstruction method for AAMs with occlusion as the prior step for AAMs fitting with occlusion in our approach framework.

In this paper, we conduct the fitting problem of AAMs containing object occlusion in a statistical framework. Instead of treating the residual texture error as a simple uniform Gaussian, we assume the residual error with occlusion come from two parts: non-occlusion part and occlusion part. Based on this assumption, we consider an appropriate distribution for the residual error. Then this distribution has been used to reformulate the basic AMMs searching approach. Furthermore, our statistical model can also be easily integrated into a maximum a-posteriori (MAP) formulation framework \cite{11} and MAP estimation of model parameter has been reformulated considering occlusion.

This paper is organized as follows. In Section 2, we briefly review Gross’s AAMs reconstruction method. The details of our AAMs fitting algorithm with occlusion are discussed in Section 3. Experiments are presented in Section 4. We conclude this paper in Section 5.

2 AAMs Construction with Occlusion

Assume a training set of shape-texture pairs to be \( \Omega = \{(S_i, T_i)\}_{i=1}^{N} \), where \( N \) is the number of the shape-texture pairs. The Shape \( S_i \) of an AAM is defined by a triangulated mesh and in particular the vertex location of the mesh. The Texture \( T_i \) is the image patch enclosed by \( S_i \).

The mean shape \( \bar{S} \) is constructed using the Procrustes algorithm \cite{7}. In case of occlusion the situation is complicated by the fact that not all of the mesh vertices are marked in every training image. The outline of the Procrustes algorithm stays the same, however only vertices visible in a given training image are used.

The shape parameters \( b_s \) are computed by firstly aligning shape vector \( S_i \) with the mean shape \( \bar{S} \) using a similarity transform. Principal Components Analysis (PCA) is then performed on the aligned shape vector subtracted from the mean shape. In the presence of occlusion only the visible vertices are aligned to the mean shape. Principal Components Analysis with missing data \cite{10,11} is then performed on the aligned shape vectors.

After shape warping, the texture \( T_i \) is warped correspondingly to \( T_i \in \mathbb{R}^L \), where \( L \) is the number of pixels enclosed by the mean shape \( \bar{S} \). The warped textures \( T_i \) are also aligned to the tangent space of the mean texture \( \bar{T} \) in the same approach as computing \( \bar{S} \). Principal Components Analysis is then applied to the aligned texture vector. In the presence of occlusion, the shape normalized textures are incomplete. If any of the vertices of a triangle are not visible in the training image, that triangle will be missing in the training image. Again, we use Principal Components Analysis with missing data \cite{10,11}. The details of complete construction algorithm are given in \cite{7}.
3 AAMs Fitting with Occlusion

In many scenarios there is the opportunity for occlusion. Since occlusion is so common, it is important to be able to efficiently fit AAMs to novel target images containing occlusion. We now describe how to find the parameters of AAMs which generate a synthetic image as close as possible to a particular occluded target image, assuming a reasonable starting approximation. We first describe previously proposed basic AAMs fitting algorithm [1] and show why it may fail in fitting to a novel target images containing occlusion. We then propose a different robust fitting algorithm, the Adaptive Fitting algorithm, which can be successful to fit the AAMs to a novel target images containing occlusion.

3.1 Basic AAMs Fitting

Fitting an AAM is usually be treated as an optimization process [1][8]. Given the current estimates of the shape parameters, it is possible to warp the input image onto the model coordinate frame and then compute an error image between the current model instance and the image that the AAM has been fitted to. A error vector can be defined:

$$\delta g = g_i - g_m$$  \hspace{1cm} (1)

where $g_i$ is the vector of grey-level values in the target image, and $g_m$ is the vector of grey-level values for the current model instance. In fitting procedure, it is to minimize the magnitude of the different vector $\Delta g = |\delta g|^2$ by varying the model parameters $c$.

In basic AAMs fitting algorithms, the simple model chosen for the relationship between this error vector, $\delta g$, and the additive incremental updated to the parameters, $\delta c$, is constant linear:

$$\delta c = R \delta g$$  \hspace{1cm} (2)

The constant coefficients $R$ in this linear relationship can be then found either by linear regression [1][5] or by other numerical methods [1][8].

In presence of occlusion, the above error function within the least-squares optimization framework always has bad performance. In order to deal with occluded pixels in the target image in a least-squares optimization framework, a robust error function should be carefully chosen.

3.2 Adaptive Fitting Algorithm

In the presence of occlusion, one way to contend with occlusion is to employ a preprocessing segmentation step. We propose, however, a more unified approach in which the fitting and segmentation are performed simultaneously.

In case of occlusion, instead of treating the residual texture error as a simple Gaussian variable, we assume the residual error come from two parts: non-occlusion part and occlusion part. It is equal to assume that each pixel in the
error image between current model instance and target image can either be explained by a simple Gaussian error model \( M_g \), or cannot be explained by this simple Gaussian model and therefore belongs to "outlier" model \( M_o \). Pixels belonging to the outlier model are those that are occluded in the target images. By assuming that the pixels in error image are spatially independent and identically distributed, the conditional probability of observing the error image given the current appearance model is given by:

\[
p(\delta g|M) = p(\delta g|M_g)P(M_g) + p(\delta g|M_o)P(M_o)
\]  

(3)

Assuming that the prior probability of both model are equal, so the log-likelihood function of the conditional probability of observing the error image given the current appearance model is simply formulated:

\[
p(\delta g|M) = p(\delta g|M_g) + p(\delta g|M_o)
\]  

(4)

As described above, the conditional probability function of pixel without occlusion, \( p(\delta g|M_g) \), is assumed to be a simple Gaussian model (with variance \( \sigma^2 \)). Meanwhile, the conditional probability function of pixel with occlusion, \( p(\delta g|M_o) \), is assumed to be a uniform function within a finite range. By special assumption on conditional probability function, we then get the robust error function which has the following form:

\[
\delta g' = W\delta g \\
= W(g_t - g_m)
\]  

(5)

where \( W \) is a \( L \times L \) diagonal matrix. Each diagonal element in \( W \) is formulated as:

\[
w_{kk} = \frac{e^{-\frac{(g^k_t - g^k_m)^2}{\sigma^2}}}{e^{-\frac{(g^k_t - g^k_m)^2}{\sigma^2}} + e^{-c^2}}
\]  

(6)

where \( g^k_t \) and \( g^k_m \) are the \( k \)th element of vector; \( \sigma^2 \) is variance of Gaussian model; \( c \) is constant scale value.

Comparing Eq. (1) and Eq. (5), it is obvious to find that the latter is actually the weighted version of the first one. We then can reformulate the basic AAM fitting algorithm very easily by just replacing the \( \delta g \) with \( \delta g' \). The simple model chosen for the relationship between this error vector and the additive incremental updated to the parameters is reformulate as:

\[
\delta c = -R'\delta g'
\]  

(7)

where

\[
R' = \left( \frac{\partial(W\delta g)^T}{\partial c} \frac{\partial(W\delta g)}{\partial c} \right)^{-1} \frac{\partial(W\delta g)^T}{\partial c}
\]  

(8)

Furthermore, our statistical model can also be easily integrated into a maximum a-posteriority (MAP) formulation \( \Pi \) and MAP estimation of model
parameter has been reformulated considering occlusion. In a maximum a-posterior formulation we seek to maximize

\[ P(\text{model}|\text{data}) = P(\text{data}|\text{model})P(\text{model}) \]  \hspace{1cm} (9)

By assuming that the residual errors can be treated as mixture of an Gaussian model and an uniform model, and that the model parameters are Gaussian with diagonal covariance \( S_c^2 \), then maximizing eq. (9) is equivalent to minimizing

\[ E(c) = \sigma^{-2}(W\delta g)^T(W\delta g) + c^T(S_c^{-1})c \]  \hspace{1cm} (10)

By forming the combined vector

\[ y(c) = \left( \begin{array}{c} \sigma^{-1}(W\delta g) \\ S_c^{-0.5}c \end{array} \right) \]  \hspace{1cm} (11)

then \( E = y^Ty \). By applying a first order Taylor expansion to \( y \), we shown that \( \delta c \) must satisfy

\[ \left( \frac{\sigma^{-1}(W\delta g)}{S_c^{-0.5}c} \right) \delta c = \left( \sigma^{-1}(W\delta g) \right) \hspace{1cm} (12) \]

In this case the optimal update step is shown to have the form

\[ \delta c = -(A(W\delta g)) + Bc \hspace{1cm} (13) \]

where \( A \) and \( B \) have the form

\[ A = \sigma^{-1}C \frac{\partial(W\delta g)}{\partial c} \hspace{1cm} (14) \]

\[ B = CS_c^{-0.5} \hspace{1cm} (15) \]

where \( C \) have the form

\[ C = \left( \sigma^{-2} \frac{\partial(W\delta g)^T}{\partial c} \frac{\partial(W\delta g)}{\partial c} + (S_c^{-0.5})^TS_c^{-0.5} \right)^{-1} \hspace{1cm} (16) \]

To find \( R' \) in Eq. (7), \( A \) in Eq. (14) and \( B \) in Eq. (15) respectively, multiple multivariate regression is performed on a sample of known model displacement and the corresponding different image. We apply Gaussian Processes as regression model in our approach. The Gaussian Processes model provides a kernel machine framework and has the state of the art of performance for regression and classification. For more details on Gaussian Processes regression, see our previous work in [12].

4 Experiments

To test the effects of occlusion to different AAMs fitting algorithm, we performed a series of experiments on images from the IMM face database [9]. 58 landmark
points are manually labeled on the face. In the training stage, we start with fully labeled image sequences in which randomly selected regions are artificially occluded. Using artificially occluded data in this way enable us to systematic training AAMs containing occlusion with different degrees and types. In total 148 training images are used. By means of PCA with 95% total variances retained, the dimension of the shape parameter vector reduces to 66 and the dimension of the texture parameter vector reduces to 460. See Fig. 1 for examples.

Then testing images are input into AAMs constructed with occlusion. The AAMs fitting in the testing image (also the novel target image) is running to evaluate the robustness of different AAMs fitting algorithm in case of occlusion. Occlusions in testing images are from artificially occlusion which is generated in a similar way to that for training images. In total 74 testing images are used.

![Artificially occluded data. (a) Original images without occlusion. (b) Images with 10% of the face region occlude. (c) Images with 40% of the face region occlude.](image1)

**Fig. 1.** Artificially occluded data. (a) Original images without occlusion. (b) Images with 10% of the face region occlude. (c) Images with 40% of the face region occlude.

![Comparison of basic fitting algorithm (top row) and adaptive algorithm (bottom row) on one same testing images with artificial occlusion. The same initializing condition is imposed the two different algorithm. Bad performance in basic fitting algorithm, whereas excellent performance in adaptive algorithm.](image2)

**Fig. 2.** Comparison of basic fitting algorithm (top row) and adaptive algorithm (bottom row) on one same testing images with artificial occlusion. The same initializing condition is imposed the two different algorithm. Bad performance in basic fitting algorithm, whereas excellent performance in adaptive algorithm.
4.1 Fitting Example

AAMs fitting is running by using the AAMs constructed with occlusion combined with different fitting algorithm. Here, we compare two fitting algorithms: basic fitting algorithm and our proposed adaptive fitting algorithm. In this subsection, we show several fitting example in all 74 fitting procedure. The key frames in optimization process are shown. Occlusions are introduced by artificial selecting random region in original test images. See Fig. 2 for examples. It is obvious to discover that adaptive fitting algorithm still success in presence of occlusion within testing image, whereas basic fitting algorithm failed under the same situation.

4.2 Fitting Evaluation

The average point-point distances between the searched shape and the manually labeled shape are compared. The searched shape is calculated by basic fitting algorithm and adaptive fitting algorithm. In total 74 testing images are considered in this experiment. In Fig. 3, the vertical axis represents the percentage of the situation in which the average point-point distances is smaller than the corresponding horizontal values. The artificial occlusion with 10% and 40% degree are imposed to the testing image.

![Fig. 3. Comparison of basic fitting algorithm and adaptive algorithm on one same testing images with artificial occlusion with 10% (left) and 40% (right) degree. The same initializing condition is imposed the two different algorithm. Bad performance in basic fitting algorithm, whereas excellent performance in adaptive algorithm.](image)

5 Discussion

In this paper we proposed algorithms to and robustly fit AAMs with occlusion. We have reformulated the AAM fitting algorithm in a statistical framework, allowing it to be applicable in presence of occlusion. This is very useful for real applications where previous basic AAM maybe fail to obtain robust fitting in case
of occlusion. In case of occlusion, instead of treating the residual texture error as a simple uniform Gaussian, we assume the residual error come from two parts: non-occlusion part and occlusion part and give a novel residual error function derivated in a statistical framework. We show that this new function can be seen as the weighed version of least-square error. We then give the weighed version of least-square optimization formulation, both in basic fitting and in MAP fitting. Experiments show that our proposed can still success in presence of occlusion in target image, whereas basic fitting algorithm has decreased performance.

References

Combining Left and Right Irises for Personal Authentication

Xiangqian Wu¹, Kuanquan Wang¹, David Zhang², and Ning Qi¹

¹ School of Computer Science and Technology, Harbin Institute of Technology (HIT), Harbin 150001, China
{xqwu, wangkq}@hit.edu.cn
http://biometrics.hit.edu.cn

² Biometric Research Centre, Department of Computing, Hong Kong Polytechnic University, Kowloon, Hong Kong
csdzhang@comp.polyu.edu.hk

Abstract. Traditional personal authentication methods have many instinctive defects. Biometrics is an effective technology to overcome these defects. Among the available biometric approaches, iris recognition is one of the most accurate techniques. Combining the left and the right irises of same persons can improve the authentication accuracy and reduce the spoof attack risks. Furthermore, the fusion need not add any other hardware to the existing iris recognition systems. This paper investigates the feasibility of fusing both irises for personal authentication and the performance of some very simple fusion strategies. The experimental results show that the difference between the left and the right irises of the same persons is close to the difference between the irises captured from different persons. And combining the information of both irises can dramatically improve the authentication accuracy even when the quality of the iris images are not good enough. The results also show that the Minimum and the Product strategies can obtain the perfect performance, i.e. both FARs and FRRs of these two strategies can be reduce to 0%.

1 Introduction

Security is becoming increasingly important in the information based society. Personal authentication is one of the most important ways to enhance the security. However, the traditional personal authentication methods, including token-based ones (such as keys and cards, etc.) and knowledge-based ones (such as PINs and passwords, etc.), suffer from some instinctive defects: the token can be stolen or lost and the knowledge can be cracked or forgotten. Biometrics, which automatically uses the physiological or behavioral characteristic of people to recognize their identities, is one of the effective techniques to overcome these problems [1,2,3].

The iris recognition is one of the most accuracy methods among the current available biometric techniques and many effective algorithms have been developed. Daugman [4,5] encoded the iris into a 256-bytes IrisCode by using

two-dimensional Gabor filters, and took the Hamming distance to match the
codes. Wildeg matched the iris using Laplacian pyramid multi-resolution al-
gorithms and a Fisher classifier. Boles et al. 7 extract iris features using a
one-dimensional wavelet transform, but this method has been tested only on a
small database. Ma et al. 8 construct a bank of spatial filters whose kernels
are suitable for use in iris recognition. They have also developed a preliminary
Gaussian-Hermite moments-based method which uses local intensity variations
of the iris 9. Later, they proposed an improved method based on characterizing
key local variations 10. All of these algorithms only use sole (left or right) iris
of each person for authorization. The accuracy of these algorithms are heavily
affected by the quality of iris images, so it is very difficult for a traditional iris
recognition system to obtain a high accuracy if the system cannot get high qual-
ity images. Combining both irises can overcome this problem. That is, even if
the qualities of the images obtained from both irises are not good enough, the
system combining the both irises still can get a high accuracy rate. Besides, the
system fusing both irises can reduce the spoof attack risk since faking one iris
is much easier than faking two. The users should provide both (Left and Right)
irises when they use this system combining both irises. Moreover, we can imple-
ment the fusion system without adding any other hardware to the existing iris
recognition system. This paper investigates the feasibility of fusing both irises for
personal authentication and the performance of some simple fusion strategies.

The rest of this paper is organized as follows. Section 2 reviews the IrisCode
extraction and matching. Section 3 presents several fusion strategies. Section 4
contains some experimental results and analysis. And Section 5 provides some
conclusions.

2 Feature Extraction and Matching

This section reviews the IrisCode method devised by Daugman 2-5. 6

2.1 Iris Preprocessing

As the iris images used in this paper contain some reflection (see Fig. 7), we
first use a threshold to remove these reflection points from the image. Then
the two circular boundaries of iris are searched by using the integrodifferential
operators. Finally, the disk-like iris area is unwrapped to a rectangular region
by using doubly dimensionless projection.

2.2 IrisCode Extraction

Iris code is produced by 2-D complex Gabor filters. Let \( I \) denote a preprocessed
iris image. The IrisCode \( C \) contains two parts, i.e. the real part \( C_r \) and the
imaginary part \( C_i \), which are computed as following:

\[
I_G = I \ast G.
\] (1)
\[ C_r(i, j) = \begin{cases} 1, & \text{if } \text{Re}[I_G(i, j)] \geq 0; \\ 0, & \text{otherwise.} \end{cases} \]  
(2)

\[ C_i(i, j) = \begin{cases} 1, & \text{if } \text{Im}[I_G(i, j)] \geq 0; \\ 0, & \text{otherwise.} \end{cases} \]  
(3)

where \( G \) is a complex 2-D Gabor filter and \( * \) is the convolution operation.

### 2.3 IrisCode Comparison

IrisCode comparison is based on Hamming distance. The Boolean operator (XOR) is used to compare each pair of IrisCodes \( C_1 \) and \( C_2 \) bit by bit. The Boolean operator equals 1 if and only if the two bits are different; otherwise, it equals to 0. The normalized Hamming distance equation is given below,

\[ HD = \frac{1}{N} \sum_{j=0}^{N-1} [C_1(j) \otimes C_2(j)] \]  
(4)

where \( \otimes \) is the Boolean operator XOR and \( N \) is the number of the total points in a IrisCode (including both the real and imaginary parts).

### 3 Score Fusion

Denote \( x_1 \) and \( x_2 \) as the scores obtained from the left irises matching and right irises matching between two persons, respectively. To obtain the final matching score \( x \), we fuse these two scores by following simple strategies, which need not any prior knowledge or training.

- **S_1: Maximum Strategy:**
  \[ x = \max(x_1, x_2) \]  
  (5)

- **S_2: Minimum Strategy:**
  \[ x = \min(x_1, x_2) \]  
  (6)

- **S_3: Product Strategy:**
  \[ x = \sqrt{x_1x_2} \]  
  (7)

- **S_4: Sum Strategy:**
  \[ x = \frac{x_1 + x_2}{2} \]  
  (8)

### 4 Experimental Results and Analysis

#### 4.1 Database

We have collected 21,240 iris images from the left and right eyes of 2124 people by CCD-based devices. Each eye provides 5 images. The size of the images in
the database is $768 \times 568$. Using only one iris (Left or Right), most people can be effectively recognized while there are still some people cannot be recognized. We choose 120 persons’ iris images, using which the traditional iris recognition system cannot get a very high accuracy, to build a database to investigate the proposed approach. Since each person has five 5 irises and 5 left irises, we can get 5 pairs (left and right) of irises for each person. That is, total $120 \times 5 = 600$ pairs of irises can be obtained from this database. Fig. 1 shows the left and the right irises of some persons in the database.

![Image of irises](image)

**Fig. 1.** The Left and the Right Irises of Some Persons in the Database. Top Row: Left Irises; Botton Row: Right Irises.

### 4.2 Difference Between Left and Right Irises

To fuse the features of both iris, we should investigate the difference between them. If the iris images from the right and left eyes of same persons are very similar, the fusion cannot improve the performance much. To investigate this, two types of matching are conducted on the database: 1) Each iris image is matched against all of the other images from different persons; 2) Each left iris image is matched against the right ones of the same person. The matching distance distributions of these two type matchings are plotted in Fig. 2. This figure shows that these two distributions are similar. That is, the difference between the right and left irises of the same persons is close to the difference of the irises from different persons. Hence, the left and the right irises of the same person are independent. So they can be fused to improve the authentication accuracy.

### 4.3 Matching Tests

To test the performance of the different fusion strategies, each pair of irises in the database is matched against the other pairs using different fusion strategies. The matching score distributions of each strategy are showed in Fig. 3. This figure shows that the distribution curves of each strategy have two peaks, which
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Fig. 2. The matching distance distributions of irises from different persons and the right and left irises from the same persons.

respectively correspond the genuine and impostor matching distances. The two peaks of all strategies are widely separated. However, the genuine matching curve and the impostor matching curve of different strategies overlapped with different degree. The less the overlapping area is, the better the matching performance is. This overlapping area is defined as minimum total error (MTR), and the MTR of each strategy is listed in Table 1. From this table, the Maximum strategy improve the matching performance little, while the Sum, Minimum and Product strategies can improve the performance dramatically, especially, the MTRs of the Minimum and Product strategies have decreased to 0%, which is the ideal matching performance.

Table 1. MTR of Different Fusion Strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Sole Left Iris</th>
<th>Sole Right Iris</th>
<th>Sum</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTR (%)</td>
<td>1.6260</td>
<td>1.1972</td>
<td>0.0024</td>
<td>1.0987</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

4.4 Accuracy Tests

To evaluate the accuracies of the different fusion strategies, each pair of irises in the database is again matched with the other pairs. For each strategy, the false

Table 2. EER of Different Strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Sole Left Iris</th>
<th>Sole Right Iris</th>
<th>Sum</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER (%)</td>
<td>1.137</td>
<td>0.599</td>
<td>0.001</td>
<td>0.587</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
accept rate (FAR) and false reject rate (FRR) at different distance thresholds is plotted in Fig. 4 and the equal error rate (EER) of them are listed in Table 2. This figure and table also demonstrate that the accuracy of the Maximum strategy is close to the one of the sole right iris matching, while the Sum, the Minimum
and the Product strategies can improve the accuracy dramatically, especially the Minimum and the Product strategies can get the perfect accuracy, i.e. their EERs can be reduce to 0%.

Fig. 4. FARs and FRRs at Different Thresholds
5 Conclusions

This paper used both irises of a person for authentication. Several simple fusion strategies are investigated. And the results show that the irises from left and right eyes of the same persons are total different and can be fused to improve the authentication accuracy. The Sum, the Minimum and the Product strategies can improve the accuracy dramatically and, among them, the Minimum and the Product strategy can get the perfect matching and accuracy, the MTRs and EERs of which are down to 0%. That is, even when the quality of the irises is so bad that the traditional iris recognition system cannot get a high accuracy, combining the left and the right irises still can get a very high accuracy.
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Bottom-Up Recognition and Parsing of the Human Body

Praveen Srinivasan and Jianbo Shi

Abstract. Recognizing humans, estimating their pose and segmenting their body parts are key to high-level image understanding. Because humans are highly articulated, the range of deformations they undergo makes this task extremely challenging. Previous methods have focused largely on heuristics or pairwise part models in approaching this problem. We propose a bottom-up growing, similar to parsing, of increasingly more complete partial body masks guided by a set of parse rules. At each level of the growing process, we evaluate the partial body masks directly via shape matching with exemplars (and also image features), without regard to how the hypotheses are formed. The body is evaluated as a whole, not the sum of its parts, unlike previous approaches. Multiple image segmentations are included at each of the levels of the growing/parsing, to augment existing hypotheses or to introduce ones. Our method yields both a pose estimate as well as a segmentation of the human. We demonstrate competitive results on this challenging task with relatively few training examples on a dataset of baseball players with wide pose variation. Our method is comparatively simple and could be easily extended to other objects. We also give a learning framework for parse ranking that allows us to keep fewer parses for similar performance.

1 Introduction

Recognition, pose estimation and segmentation of humans and their body parts remain important unsolved problems in high-level vision. Action understanding and image search and retrieval are just a few of the areas that would benefit enormously from this task. There has been good previous work on this topic, but significant challenges remain ahead. We divide the previous literature on this topic into three main areas:

Top-down approaches: [4] developed the well-known pictorial structures (PS) method and applied it to human pose estimation. In the original formulation, PS does probabilistic inference in a tree-structured graphical model usually with the torso as the root. PS recovers locations, scales and orientations of rigid rectangular part templates that represent an object. Pairwise potentials were limited to simple geometric relations (relative position and angle), while unary potentials were based on image gradients or edge detection. The tree structure is
a limitation since many cues (e.g., symmetry of appearance of right and left legs) cannot be encoded. [12] extended the original model to encode the fact that symmetric limb pairs have similar color, and that parts have consistent color or colors in general, but how to incorporate more general cues seems unclear. [13] track people by repeatedly detecting them with a top-down PS method. [16] introduced a non-parametric belief propagation (NBP) method with occlusion reasoning to determine the pose. All these approaches estimate pose, and do not provide an underlying segmentation of the image. Their ability to utilize more sophisticated cues beyond pixel-level cues and geometric constraints between parts is limited.

Search approaches: [11] utilized heuristic-guided search, starting from limbs detected as segments from Normalized Cuts (NCut) ([3]), and extending the limbs into a full-body pose and segmentation estimate. A follow up to this, [10], introduced an Markov-Chain Monte Carlo (MCMC) method for recovering pose and segmentation. [6] developed an MCMC technique for inferring 3-D body pose from 2-D images, but used skin and face detection as extra cues. [17] utilized a combination of top-down, MCMC and local search to infer 2-D pose.

Bottom-up/Top-down approaches [14] used bottom-up detection of parallel lines in the image as part hypotheses, and then combined these hypotheses into a full-body configuration via an integer quadratic program. [17] also fit into this category, as they use bottom-up cues such as skin pixel detection. Similarly, [5] integrated bottom-up skin color cues with a top-down, NBP process. [10] use superpixels to guide their search. While [2] estimate only segmentation and not pose for horses and humans in upright, running poses, they best utilize shape and segmentation information in their framework. [15] use bottom-up part detectors to detect part hypotheses, and then piece these hypotheses together using a simple dynamic programming (DP) procedure in much the same way as [4]. Lastly, our approach is similar to that described in [18], where bottom-up proposals are grouped hierarchically to produce a desired shape; unlike, [18] we use more sophisticated shape modelling than small groups of edges.

2 Overview of Our Parsing Method

Our goal is to combine a subset of salient shapes $S$ (in our case, represented as binary masks, and provided by segmenting the image via NCut) detected in an image into a shape that is similar to that of a human body. Because the body has a very distinctive shape, we expect that it is very unlikely for this to occur by chance alone, and therefore should correspond to the actual human in the scene.

We formulate this as a parsing problem, where we provide a set of parsing rules that lead to a parse (also represented by a binary mask) for the body, as see in Figures 1 and 2. A subset of the initial shapes $S$ are then parsed into a body. The rules are unary or binary, and hence a non-terminal can create a parse by composing the parses of one or two children nodes (via the pixel-wise OR operator). In addition the parses for a node can be formed directly from a shape from $S$, in addition to being formed from a child/children. Traditional parsing methods (DP methods) that exploit a subtree independence (SI) property in
their scoring of a parse can search over an exponential number of parses in polynomial time.

We can define a traditional context-free grammar as a tuple

$$\langle V, T, A, R, S \rangle$$

(1)

$V$ are parse non-terminals and $T$ are the terminals, where $A$ is the root non-terminal,

$$R = \{ A_i \rightarrow B_i, C_i \}$$

(2)

is a set of production rules with $A_i \in V$ and $B_i, C_i \in V \cup T$ (we restrict ourselves to binary rules, and unary rules by making $C_i$ degenerate), and $S_i$ is a score for using rule $R_i$. Further, for each image, a terminal $T_i \in T$ will have potentially multiple instantiations $t^j_i, j = 1, \ldots , n_i$ each with its own score $u^j_i$ for using $T_i \rightarrow t^j_i$ in a parse. Each terminal instantiation $t^j_i \in S_i$ corresponds to an initial shape $S$ drawn from NCut segmentation. If the root is $A \in V$, then we can compute the score of the best parse (and therefore the best parse itself) recursively as

$$P(A) = \max_{r_i | r_i = (A \rightarrow B_i, C_i)} (S_i + P(B_i) + P(C_i))$$

(3)

However, this subtree independence property greatly restricts the type of parse scoring function (PSF) that can be used.

By contrast, our approach seeks to maximize a shape scoring function $F_A$ for $A$ that takes as input two specific child parses $b^j_i$ and $c^k_i$ (or one, as we allow unary rules) corresponding to rule $A \rightarrow B_i, C_i$:

$$P(A) = \max_{r_i = (A \rightarrow B_i, C_i)} \max_{j,k} (F_A(b^j_i, c^k_i))$$

(4)

Recall that we represent a parse $b^j_i$ or $t^j_i$ as a binary mask, not as the parse rules and terminals that form it. Note that the exact solution requires all parses for the children as opposed to just the best, since the scoring function $F_A$ does not depend on the scores of the child parses. Because the exact solution is intractable, we instead solve this approximately by greedily pruning parses to a constant number. However, we use a richer PSF that has no subtree independence property. We can view the differences between the two methods along two dimensions: proposal and evaluation.

**Proposal:** DP methods explore all possible parses, and therefore have a trivial proposal step. Our method recursively groups bottom-up body part parses into increasingly larger parts of the body until an entire body parse is formed. For example, a lower body could be formed by grouping two Legs, or a Thigh+Lower leg and a Lower leg, or taken directly from $S$. In the worst case, creating parses from two children with $n$ parses each could create $n^2$ new parses. Therefore, pruning occurs at each node to ensure that the number of parses does not grow exponentially further up the tree. To prune, we eliminate redundant or low scoring parses. Because there is pruning, our method does not evaluate all possible parses. However, we are still able to produce high quality parses due to a superior evaluation function.
Evaluation: On the evaluation side, DP employs evaluation functions with special structure, limiting the types of evaluation functions that can be used. Usually, this takes the form of evaluating a parse according to the parse rule used (chosen from a very limited set of choices) and the scores of the subpares that compose it, as in Equation (3). However, this does not allow scoring of the parse in a holistic fashion. Figure 3 gives an example; two shapes that on their own are not clearly parts of a disk, but when combined together, very clearly form a disk. Therefore, we associate with each node $i$ a scoring function $F_i$ (as in Equation (2)) that scores parses not based on the scores of their constituent parses or the parse rule, but simply based on their shape (we also extend this to include other features, such as probability of boundary and SIFT). The scoring function also allows for pruning of low-scoring and redundant parses. Note that our choice of $F_i$ does not exhibit an SI property. Because of this, we are primarily interested in the actual result of the parse, a binary mask, as opposed to how it was generated from child parses or from $S$. In contrast to DP methods, a parse is evaluated irrespective of how it was generated. Our parse rules guide a search strategy, where evaluation is independent of the parsing rules used.

![Our body parse tree, shown with an exemplar shape from our training set for each node; the exemplars are used for shape scoring. Shape parsing begins at the leaf nodes of thigh and lower leg and proceeds upwards. Note that in addition to composing parses from children nodes, parses can always come from the initial shapes S.](image)

**Fig. 1.** Our body parse tree, shown with an exemplar shape from our training set for each node; the exemplars are used for shape scoring. Shape parsing begins at the leaf nodes of thigh and lower leg and proceeds upwards. Note that in addition to composing parses from children nodes, parses can always come from the initial shapes $S$.

### 2.1 Multiple Segmentations

To initialize our bottom-up parsing process, we need a set of initial shapes $S$. [11] noted that human limbs tend to be salient regions that NCut segmentation often isolate as a single segment. To make this initial shape hypothesis generation method more robust, we consider not one segmentation as in [11], but 12 different segmentations provided by NCut. We vary the number of segments from 5 to
Our parse rules. We write them in reverse format to emphasize the bottom-up nature of the parsing.

\[
- \{\text{Lower leg, Thigh}\} \rightarrow \text{Leg} \\
- \{\text{Thigh, Thigh}\} \rightarrow \text{Thighs} \\
- \{\text{Thighs, Lower leg}\} \rightarrow \text{Thighs+Lower leg} \\
- \{\text{Thighs+Lower leg, Lower leg}\} \rightarrow \text{Lower body} \\
- \{\text{Leg, Leg}\} \rightarrow \text{Lower body} \\
- \{\text{Lower body}\} \rightarrow \text{Lower body+torso} \\
- \{\text{Lower body+torso}\} \rightarrow \text{Lower body+torso+head}
\]

Fig. 2. Our parse rules. We write them in reverse format to emphasize the bottom-up nature of the parsing.

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{image1} \\
+ \\
\includegraphics[width=0.2\textwidth]{image2} \\
= \\
\includegraphics[width=0.2\textwidth]{image3}
\end{array}
\]

Fig. 3. The two shapes on the left bear little resemblance to a disk in isolation. However, when combined, the disk is clear.

60 in steps of 5, giving a total of 390 initial shapes per image. This allows us to segment out large parts of the body that are themselves salient, e.g. the lower body may appear as a single segment, as well as smaller parts like individual limbs or the head. Figure 3 shows for an image 2 of the 12 segmentations with overlaid boundaries. Segments from different segmentations can overlap, or be contained within another. In our system, these segments are all treated equally. These initial shapes could be generated by other methods besides segmentation, but we found segmentation to be very effective.

Fig. 4. Two segmentations of an image, 10 and 40 segments. Red lines indicate segment boundaries for 10 segments, green lines indicate boundaries for 40 segments, and yellow indicates boundaries common to both segmentations (best viewed in color).

2.2 Shape Comparison

For each node \(i\), we have an associated shape comparison function \(F_i\). For the root node, this ranks the final hypotheses for us. For all other nodes, \(F_i\) ranks
hypotheses so that they can be pruned. All the shape comparison functions operate the same way: we match the boundary contour of a mask against boundary contours of a set of exemplar shapes using the inner-distance shape context (IDSC) of [1].

The IDSC is an extension of the original shape context proposed in [1]. In the original shape context formulation, given a contour of $n$ points $x_1, ..., x_n$, a shape context was computed for point $x_i$ by the histogram

$$\#(x_j, j \neq i : x_j - x_i \in bin(k))$$

Ordinarily, the inclusion function $x_j - x_i \in bin(k)$ is based on the Euclidean distance $d = \| x_j - x_i \|_2$ and the angle $acos((x_j - x_i)/d)$. However, these measures are very sensitive to articulation. The IDSC replaces these with an inner-distance and an inner-angle.

The inner-distance between $x_i$ and $x_j$ is the shortest path between the two points traveling through the interior of the mask. This distance is less sensitive to articulation. The inner-angle between $x_i$ and $x_j$ is the angle between the contour tangent at the point $x_i$ and tangent at $x_i$ of the shortest path leading from $x_i$ to $x_j$. Figure 3 shows the interior shortest path and contour tangent.

The inner-distances are normalized by the mean inner-distance between all pairs $\{(x_i, x_j)\}$, $i \neq j$ of points. This makes the IDSC scale invariant, since angles are also scale-invariant. The inner-angles and normalized log inner-distances are binned to form a histogram, the IDSC descriptor. For two shapes with points $x_1, ..., x_n$ and $y_1, ..., y_n$, IDCSs are computed at all points on both contours. For every pair of points $x_i, y_j$, a matching score between the two associated IDCSs is found using the Chi-Square score ([1]). This forms an $n$-by-$n$ cost matrix, for standard string matching via DP, establishing correspondence between the two contours. The algorithm also permits gaps in the matching with a user-specified penalty. We try the alignment at several different, equally spaced starting points on the exemplar mask to handle the cyclic nature of the closed contours, and keep the best scoring alignment (and the score). Because the DP algorithm minimizes a cost (smaller is better), we negate the score since our desire is to maximize $F$ and all $F_i$. The complexity of the IDSC computation and matching is dominated by the matching; with $n$ contour points and $s$ different starting points, the complexity is $O(sn^2)$.

If $s$ is chosen as $n$, then the complexity is $O(n^3)$. However, we instead use a coarse-to-fine strategy for aligning two shapes; based on the alignment of a subsampling of the points, we can narrow the range of possible alignments for successively larger number of points, thereby greatly reducing the complexity. We use a series of 25, 50 and 100 points to do the alignment.

### 2.3 Parse Rule Application Procedure

Our parse process consists of five basic steps that can be used to generate the hypotheses for each node. For a particular node $A$, given all the hypotheses for all children nodes, we perform the following steps:
Fig. 5. IDSC Computation. **Left:** We show: shortest interior path (green) from start (blue dot) to end (blue cross); boundary contour points (red); contour tangent at start (magenta). The length of interior path is the inner-distance; the angle between contour tangent and the start of the interior path is the inner-angle. **Center:** Lower body mask hypothesis; colored points indicate correspondence established by IDSC matching with exemplar on **right**.

**Segment inclusion:** **Applies to all nodes.** We include by default all the masks in \( S \) as hypotheses for \( A \). This allows us to cope with an input image that is itself a silhouette, which would not necessarily be broken into different limbs, for example. A leg will often appear as a single segment, not as separate segments for the thigh and lower leg; it is easier to detect this as a single segment, rather than trying to split segments into two or more pieces, and then recognize them separately. This is the only source of masks for leaf nodes in the parse tree.

**Grouping:** \( \{B, C\} \rightarrow A \) For binary rules, we can compose hypotheses from two children such as grouping two legs into a lower body, e.g. \( \{\text{Leg, Leg}\} \rightarrow \text{Lower body} \). For each child, based on the alignment of the best matching exemplar to the child, we can predict which part of the segment boundary is likely to be adjacent to another part.

A pair of masks, \( b \) from \( B \) and \( c \) from \( C \), are taken if the two masks are within 30 pixels of each other (approximately 1/10th of the image size in our images), and combined with the pixel-wise OR operator. Because we need a single connected shape for shape comparison, if the two masks are not directly adjacent we search for a mask from the segmentations that is adjacent to both, and choose the smallest such mask \( m \). \( m \) is then combined with \( b \) and \( c \) into a single mask. If no such mask \( m \) exists, we keep the larger of \( a \) and \( b \). Figure 6 provides an example of the parse rule, \( \{\text{Leg,Leg}\} \rightarrow \text{LowerBody} \).

**Extension:** \( \{B\} \rightarrow A \) For unary rules we generate hypotheses by projecting an expected location for an additional part based on correspondence with exemplars. This is useful when bottom-up detection of a part by shape, such as the torso or head, is difficult due to wide variation of shape, or lack of distinctive shape. Once we have a large piece of the body (at least the lower body), it is more reliable to directly project a position for hypotheses. Given a hypothesis of the lower body and its correspondence to a lower body exemplar shape, we can project the exemplar’s quadrilateral (quad) representing the torso on to the hypothesis (we estimate a transform with translation, rotation and scale based on the correspondence of two contour points closest to the two bottom vertices of the torso quad).
Algorithm 1. $P_A = \text{Parse}(A, S)$: for a particular image, given initial segments $S$ and part name $A$, produce ranked and pruned parses for $A$.

| Input: | Part name $A$ and initial shapes $S$ |
| Output: | $P_A$: set of ranked and pruned parses for $A$ |

$P_A = S$;  // Initialize parses for $A$ to initial segments $S$

foreach rule $\{B_i, C_i\} \rightarrow A$ (or $B_i \rightarrow A$) do

$P_{B_i} = \text{Parse}(B_i, S)$;  // Recurse
$P_{C_i} = \text{Parse}(C_i, S)$;  // If binary rule, recurse
$P_A = P_A \cup \text{Group}(P_{B_i}, P_{C_i})$ (or $\text{Extend}(P_{B_i})$);  // Add to parses of $A$

end

$P_A = \text{RankByShape}(P_A)$ or $\text{RankByImageFeatures(GetFeatures}(F_A), w_A)$;  // GetFeature gets parse features, $w_A$ is classifier
$P_A = \text{Prune}(P_A)$;  // Prune redundant/low scoring parses
return $P_A$;  // Return parses

Similarly, given a mask for the lower body and torso, and its correspondence to exemplars, we can project quads for the head. With these quads, we look for all masks in $S$ which have at least half their area contained within the quad, and combine them with the existing mask to give a new hypothesis. For each hypothesis/exemplar pair, we compose a new hypothesis. We summarize the general parsing process with the recursive algorithm presented in Algorithm 1.

**Scoring.** Once hypotheses have been composed, they are scored by matching to the nearest exemplar with IDSCs and DP. Correspondence is also established with the exemplar, providing an estimate of pose.

**Pruning.** Many hypotheses are either low-scoring, redundant or both. We prune away these hypotheses with a simple greedy technique: we order the hypotheses by their shape score, from highest to lowest (best to worst). We add the best hypothesis to a representative set, and eliminate all other hypotheses which are similar to the just added hypothesis. We then recurse on the remaining hypotheses until the representative set reaches a fixed size. For mask similarity we use a simple mask overlap score $O$ between masks $a$ and $b$: $O(a, b) = \frac{\text{area}(a \cap b)}{\text{area}(a \cup b)}$, where $\cap$ performs pixel-wise AND, and the area is the number of “1” pixels. If $O(a, b)$ is greater than a threshold, $a$ and $b$ are considered to be similar. After this step, we have a set of hypotheses that can be passed higher in the tree, or to evaluate in the end if the node $A$ is the root. Figure 3 illustrates the stages of the parsing process for generating the hypotheses for a single node. Also included are examples of grouping, extension, and shape matching/scoring.

3 Learning with Other Features

Besides shape, we also investigated using SIFT and Probability of Boundary (PB) features for ranking of parses. Traditional maximum-likelihood
Fig. 6. Left: parse rule application. For binary rules, all pairs of child hypotheses within 30 pixels are grouped, with hole filling provided by segments if needed. For unary rules, hypotheses undergo extension using projected quads and segment proposals. Shape matching is performed on both the original segments as well as the composed/extended hypotheses. For leaf nodes, shape matching is performed only on the segments. After shape matching, the hypotheses are consolidated, pruned and ranked. Right: Grouping: two legs, on the left, are grouped into a lower body parse, on the right. While recognizing legs alone from shape is not that robust, when they are combined into one shape, the distinctive shape of the lower body becomes apparent: the whole is not the sum of the parts. Extension: the leftmost image shows a lower body parse with multiple torso quads projected from exemplars on to the image using the correspondence between the lower body hypothesis and the lower body exemplars; the center image shows the exemplar with its torso quad that yielded the best torso hypothesis, seen in the right image. Shape matching: two examples of shape matching. The lower body on the right was detected directly from the segments $S$, underscoring the importance of injecting the shapes from $S$ into all levels of the parse tree.

learning (similar to that for AND-OR graphs) would require an explicit specification of the best parse for each rule. Unfortunately, this is difficult to specify a-priori due to the exponential number of different possible parses (as combinations of the initial input shapes). Instead, for each part we train a weighted logistic regression (WLR) classifier to rerank the parses according to a variety of features. These parses are then pruned and passed up to other rules. We summarize our training procedure in Algorithm 2. It is essentially the same as the original parsing procedure in Algorithm 1 but after generating the set of parses for a part, a WLR is trained to re-rank the parses. During testing, instead of ranking parses by shape score, they are ranked by the learnt WLR.
Algorithm 2. Train($A, S$): trains part classifiers and returns parses for part $A$ and all descendants; uses input of initial segments $S$.

Input: Part name $A$ and initial segments $S = \{S_1, ..., S_n\}$ for all images  
Output: $P_A = \{P_A^1, ..., P_A^n\}$: set of parses for $A$ across all images; $w_A$: WLR for $A$  
$P_A = S$;  
// Initialize parses for $A$ to initial segments $S$  
foreach rule $\{B_i, C_i\} \to A$ (or $B_i \to A$) do  
    $[P_{B_i}, w_{B_i}] = \text{Train}(B_i, S)$;  
    $[P_{C_i}, w_{C_i}] = \text{Train}(C_i, S)$;  
    // Recurse to train child  
    foreach image $j$ do  
        $P_A^j = P_A^j \cup \text{Group}(P_{B_i}^j, P_{C_i}^j)$ (or $\text{Extend}(P_{B_i}^j)$);  
    end  
end  
$F_A = \text{GetFeatures}(P_A)$;  
// Get features for each parse  
$G_A = \text{GetGroundTruthOverlapScores}(P_A)$;  
// Get ground truth scores  
w_A = \text{WLR}(F_A, G_A)$;  
// Do WLR on parses; get classifier $w_A$  
foreach image $j$ do  
    $P_A^j = \text{Prune}(\text{RankByImageFeatures}(F_A^j, w_A))$;  
    // Rank and prune  
end  
return $[P_A, w_A]$;  
// Return parses and classifier

3.1 Features

For PB, we simply computed the average PB value along the boundary of the mask. For SIFT features, we created a SIFT codebook and computed codebook histograms for each mask as additional features. We extracted SIFT features from a dataset of 450 additional baseball images, using the code from [http://vision.ucla.edu/~vedaldi/code/sift/sift.html](http://vision.ucla.edu/~vedaldi/code/sift/sift.html) with the default settings. These features were clustered via k-means into a 200 center codebook. For a test image and a given mask, SIFT features are extracted, associated with the nearest center in the codebook, and then a histogram over the frequency of each center in the mask is computed. This gives a 200 dimension vector of codebook center frequencies.

3.2 Learning the Classifiers

The result is a 202 dimensional feature vector (texture: 200, shape: 1, PB: 1). Given these features, for each part we can learn a scoring function that best ranks the masks for that part. We also need ground truth scores for each part; from the ground truth segmentation of the parts in the image, we compute the overlap score between the mask and the ground truth labeling, giving a score in $[0, 1]$.

We optimize a WLR energy function that more heavily weights examples that have a high ground-truth score; a separate classifier is learnt for each part. $f_i^j$ is the feature vector associated with the $i$th mask of the $j$th image, $s_i^j$ is its ground truth score, and $w$ parameterizes the energy function we wish to learn. For $m$ images with $n_j$ parses each, we have
\[ E(w) = \left( \prod_{j=1}^{m} \frac{\exp(w^T f^j_i)}{\sum_{i=1}^{n_j} \exp(w^T f^j_i)} \right)^{s^j_i} \left( \exp\left( \frac{-w^T w}{\sigma^2} \right) \right) \] (6)

\[
\log E(w) = \sum_{j=1}^{m} \left( \sum_{i=1}^{n_j} s^j_i (w^T f^j_i) - \left( \sum_{i=1}^{n_j} s^j_i \right) \left( \sum_{i=1}^{n_j} \exp(w^T f^j_i) \right) \right) - \frac{w^T w}{\sigma^2} (7)
\]

where we have added a regularization term \( \exp\left( \frac{-w^T w}{\sigma^2} \right) \) that is a zero-mean isotropic Gaussian with variance \( \sigma^2 \). If, for each image \( j \), exactly one of the ground truth scores \( s^j_i \) were 1 and the rest 0, this would be exactly multi-class logistic regression (LR). But since there may be several good shapes, we modify the LR.

We can maximize this convex function via a BFGS quasi-newton solver using the function value above and the gradient below:

\[
\partial_w \log E(w) = \left( \sum_{j=1}^{m} \left( \sum_{i=1}^{n_j} s^j_i f^j_i \right) - \left( \sum_{i=1}^{n_j} s^j_i \right) \sum_{i=1}^{n_j} f^j_i \exp(w^T f^j_i) \sum_{i=1}^{n_j} \exp(w^T f^j_i) \right) - 2 \frac{w^T w}{\sigma^2} (8)
\]

Given a classifier \( w_p \) for each part \( p \), we can rank a set of part hypotheses by simply evaluating \( w_p^T f^j_i \) and ranking the scores in descending order. We use the same parsing process, but with a different ranking function (a learned one), as opposed to using just shape. Algorithm 2 provides a pseudocode summary of this training procedure.

### 3.3 Results Using Shape Only

We present results on the baseball dataset used in [11] and [10]. This dataset contains challenging variations in pose and appearance. We used 15 images to construct shape exemplars, and tested on \( |I| = 39 \) images. To generate the IDSC descriptors, we used the code provided by the authors of [7]. Boundary contours of masks were computed and resampled to have 100 evenly-spaced points. The IDSC histograms had 5 distance and 12 angle bins (in \([0, 2\pi])\). The occlusion penalty for DP matching of contours was 0.6 * (average match score). For pruning, we used a threshold of 0.95 for the overlap score to decide if two masks were similar \( (a, b) \) are similar \( \iff O(a, b) \geq 0.95 \) for the lower body + torso and lower body + torso + head, and 0.75 for all other pruning. In all cases, we pruned to 50 hypotheses.

Because we limit ourselves to shape cues, the best mask (in terms of segmentation and pose estimate) found by the parsing process is not always ranked first; although shape is a very strong cue, it alone is not quite enough to always yield a good parse. Our main purpose was to investigate the use of global shape features over large portions of the body via parsing. We evaluate our results in two different ways: segmentation score and projected joint position error. To the best of our knowledge, we are the first to present both segmentation and pose estimation results on this task.

### 3.4 Segmentation Scoring

We present our results in terms of an overlap score for a mask with a ground truth labeling. Our parsing procedure results in 50 final masks per image, ranked by
their shape score. We compute the overlap score $O(m, g)$ between each mask $m$ and ground truth mask $g$. We then compute the cumulative maximum overlap score through the 50 masks. For an image $i$ with ranked parses $p_1^i, ..., p_n^i$, we compute overlap scores $o_1^i, ..., o_n^i$. From these scores, we compute the cumulative maximum $C^i(k) = \max(o_1^i, ..., o_k^i)$. The cumulative maximum gives us the best mask score we can hope to get by taking the top $k$ parses.

To understand the behavior of the cumulative maximum over the entire dataset, we compute $M(k) = \frac{1}{n} \sum_{i=1}^{n} C^i(k)$, or the average of the cumulative maximum over all the test images for each $k = 1, ..., n$ ($n = 50$ in our case). This is the average of the best overlap score we could expect out of the top $k$ parses for each image. We consider this a measure of both precision and recall; if our parsing procedure is good, it will have high scoring masks (recall) when $k$ is small (precision). On left in Figure 7 we plot $M(k)$ against $k$ for three different types of masks composed during our parsing process: lower body, lower body+torso, and lower body + head + torso. We can see that in the top 10 masks, we can expect to find a mask that is similar to the ground truth mask desired, with similarity 0.7 on average. This indicates that our parsing process does a good job of both generating hypotheses as well as ranking them.

While the above plot is informative, we can obtain greater insight into the overlap scores by examining all $C^i(k)$, $i = 1, ..., |I|$ for a fixed $k = 10$. We histogram the values of $C^i(10)$ on the right in Figure 7 We can see that most of the values are in fact well over 0.5, clustered mostly around 0.7. This confirms our belief that the parsing process effectively ranks and recalls hypotheses, and that shape is a useful cue for segmenting human shape.

### 3.5 Joint Position Scoring

We also examine the error in joint positions predicted by the correspondence of a hypothesis to the nearest exemplar. We take 5 joints: head-torso, torso-left thigh, torso-right thigh, left thigh-left lower leg, right thigh-right lower leg. The positions of these joints are marked in the exemplars, and are mapped to a body hypothesis based on the correspondence between the two shapes. For a joint
Fig. 8. Left: We plot the average (across all images) of the minimum average joint error in the top \(k\) parses as a function of \(k\). Right: Taking the top 10 parses per image, we histogram the minimum average joint errors across all the images. We can see that the vast majority of average errors are roughly 20 pixels or less.

with position \(j\) in the exemplar, we locate the two closest boundary contour points \(p, q\) in the exemplar that have corresponding points \(p', q'\) in the shape mask. We compute a rotation, scaling and translation that transforms \(p, q\) to \(p', q'\), and apply these to \(j\) to obtain a joint estimate \(j'\) for the hypothesis mask. We compare \(j'\) with the ground truth joint position via Euclidean distance. For each mask, we compute the average error over the 5 joints. Given these scores, we can compute statistics in the same way as the overlap score for segmentation. On the left in Figure 8, we plot the average cumulative minimum \(M(k)\), which gives the average best-case average joint error achievable by keeping the top \(k\) masks. We see again that in the top 10 masks, there is a good chance of finding a mask with relatively low average joint error. On the right in Figure 8, we again histogram the data when \(k = 10\).

Lastly, we show several example segmentations/registrations of images in Figure 9. Note that with the exception of the arms, our results are comparable to those of [10] (some of the images are the same), and in some cases our segmentation is better. As noted in [10], although quantitative measures may seem poor (e.g., average joint position error), qualitatively the results seem good.

4 Results with Learning

Figure 10 shows plots of comparisons of shape only and shape, SIFT, and PB. For training, we used an additional 16 baseball images to train the WLR classifiers since training directly on the same images from which the shape exemplars were taken would likely have emphasized shape too much in the learning. 10 fold cross validation was performed with a range of different regularization values \(\sigma^2\) to avoid overfitting. We tested on 26 baseball images.

We use the same type of plot as in the segmentation scoring previously described, and plot the results over all parts used in the parsing process. We can see that the use of additional features, particularly for the smaller parts, results
**Fig. 9.** Body detection results. Segmentation has been highlighted and correspondence to the best matching exemplar indicated by colored dots. All parses were the top scoring parses for that image (images are ordered row-major), with the exception of images 4 (2nd best), 8 (3rd best), 6 (3rd best). Some images were cropped and scaled for display purposes only. Full body overlap scores for each image (images are ordered row-major): 0.83, 0.66, 0.72, 0.74, 0.76, 0.70, 0.44, 0.57 and 0.84. Average joint position errors for each image: 12.28, 28, 27.76, 10.20, 18.87, 17.59, 37.96, 18.15, and 27.79.

**Fig. 10.** Average cumulative maximum overlap scores for parsing with and without learning, across all parts. Red curves indicate performance with learning, green represents without learning. Plot methodology is same as that used for left plot in Figure 7.

in substantially better ranking of hypotheses. Even for larger regions, such as the lower body, the additional features have impact; the average cumulative maximum overlap score while keeping the top 10 parses with learning is approximately equal to the score when using only shape and keeping the top 20 parses, implying that we could keep half as many parses to obtain the same quality of result. For
the largest regions, shape is clearly the most important cue, since performance is very similar. This also validates our choice of shape as a primary cue.

5 Conclusion

In summary, we present a shape parsing method that constructs and verifies shapes in a bottom-up fashion. In contrast to traditional bottom-up parsing, our scoring functions at each node do not exhibit a subtree independence property; instead, we score shapes against a set of exemplars using IDSCs, which convey global shape information over both small and large regions of the body. We also infuse the process with multiple image segmentations as a pool of shape candidates at all levels, in contrast to typical parsing which only utilizes local image features at the leaf level.

We demonstrated competitive results on the challenging task of human pose estimation, on a dataset of baseball players with substantial pose variation. To the best of our knowledge, we are the first to present both quantitative segmentation and pose estimation results on this task. Note that in general, we need not start parsing with the legs only; it would be entirely feasible to add other nodes (e.g. arms) as leaves.

Further, we use larger shapes (composed of multiple body limbs) than typical pose estimation methods. The notion of layers may also be useful in handling occlusion, as well as describing the shape relation of arms to the torso, since the arms often overlap the torso. Better grouping techniques (ones that introduce fewer hypotheses) are a good idea, since this would save substantial computation.

We also studied the introduction of more traditional features such as PB and SIFT codebook histograms and demonstrated that these features can make an important contribution. Our learning framework is well-suited to the parsing problem since unlike traditional maximum likelihood estimation, we do not explicitly require the best parse for each image. Instead, we simply require a function to provide a ground truth score for each parse hypothesis.
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1 Introduction

The importance of having an image database containing ground truth annotations parsed by humans for a wide variety of images is widely recognized by the machine vision community. The goal of our project is to build up a publicly accessible annotated image database with over 1,000,000 of images and more than 200 categories of objects. Because manual annotation of millions of images is too time-consuming a task for every vision lab to do independently, we hope to compile this centralized database to serve the community’s diverse training and evaluation endeavors.

The challenges are many fold, however. First, there is no standard or handy tools for general purpose annotation. We need to find answers to questions like “what to label” and “how to represent common visual knowledge”, so that we can develop a suitable labeling tool. Secondly, with the potential scale of the database
in mind, we would like to devise top-down algorithms to guide and speed up annotation, yet it is a non-trivial task to organize and abstract visual knowledge from labeled images for this purpose. In addition, to make the database general enough to be used for different evaluation tasks, we need to build up benchmarks for a variety of visual patterns, thus we need to define equivalent distances over different spaces.

In this paper, we present our efforts in confronting these challenges, and show examples of data from our database. By consulting with several vision groups, we have gathered a consensus on the commonly desired information for labeling in three levels:

- **Scene Level**: Global geometry information, scene category (indoor/outdoor), events and activities;
- **Object Level**: Hierarchical decomposition, object segmentation, sketching and semantic annotation;
- **Low-middle Level**: Contours types (object boundary, surface norm change or albedo change), Amodal completions, Layered representation (2.1-D), etc.

According to the requirements listed above, we developed a novel annotation tool, which integrates several functional modules designed for specific task(s). We show that by properly combining these functions, the tool can perform customized annotation tasks blending all kinds of information. Moreover, the tool is associated with an *And-Or Graph knowledgebase*\(^1\), which organizes and summarizes labeled visual knowledge in a universal way.

To the best of our knowledge, there has not been much previous work on building a large scale general purpose database. However, there are many special purpose databases publicly available, which provide us with some valuable insight. Here we only list those most related to our database:

- **LabelMe** database of MIT-CSAIL [Torralba et al.\(^{11}\)]. This is the most similar dataset to ours. Images in this database are of natural images and cluttered scenes and contain objects under multiple views/poses. Its current limitation is that only the rough boundary of the object is annotated, as opposed to fine segmentation or hierarchical decomposition.
- **CalTech 101 and 256** [Fei-Fei, Griffinet al.\(^{17}\)]. These two datasets provide a great number of diverse object classes. Its limitations are that the objects are not positioned in real scenes, are centered in the image, and have a limited number of viewpoints.
- **The Berkeley Segmentation Dataset** [Martin and Fowlkes\(^2\)]. This dataset is a pioneer effort on large scale ground truth annotation on general natural images. It makes a valuable contribution to error control and benchmark, but it is limited in regards to scale and content.
- **UA (Arizona) localized semantics dataset** [Barnard et al.\(^\overline{1}\)]. This dataset provides a good semantic annotation standard based on the data of Berkeley dataset.
2 Methodology: Representation and Organization of Labeling Information

2.1 Region Segmentation and Semantic Annotation

Segmentation is the foundation of image annotation. Common annotation task requires object level segmentation. For example, when we see the water in Figure 1, we tend to interpret it as a single thing, even though it is actually composed of several disconnected image areas. Therefore, in our representation framework, there are two levels of data. At the lower level, we define a region as an image area with closed boundary. At the higher level, we define an entity represent for object named PO (as short for “Physical Object”). A PO can represent any meaningful entity in an image, such as a scene, an object, an object part, a texture area or a text block. In Figure 1, all the regions of the road are aggregated into a single PO (masked with a same color). PO is a core element in our framework. It is composed of several lower level elements including regions and sketch graph (section 2.2). It also corresponds to a node in the parsing graph (section 2.3).

![Image 193x325 to 401x463](image)

**Fig. 1.** This figure shows the result of object level segmentation. Sub-figure on the left is the original image. Sub-figure on the right is the segmentation mask. The region of an object (e.g. the road surface) may be composed of several disconnected image areas.

It is also worth mentioning that our annotation tool enables users to do “fine” segmentation and thus can output accurate object boundary, in comparison to coarse outlines provided by other datasets. This is especially important when the objects are small and in great numbers. A typical example is the annotation task of aerial images. As shown in Figure 2, the average number of POs in aerial images is over one hundred. Such task can hardly be accomplished without fine segmentation.

Furthermore, to make the naming convention general and accurate, we use WordNet 10 as the reference. The following rules are adopted when a semantic
Fig. 2. This figure illustrates the segmentation and annotation results of a typical aerial image (a parking area).

Fig. 3. Sketch graph representation of object: The sketch graph can capture most essential perceptual information of an object, like the structural information of chair or the folds, sewing lines, albedo/lighting changes of cloth.

name is chosen for a PO: (1) Words of object name correspond to their WordNet definition. (2) The sense in WordNet (if multiple) should be mentioned as word[i], where i is the sense number in WordNet. (3) Synonym or description of same object in a different way should be given as additional entry(s) (e.g. grass, ground). (4) For parts of an object, add the object name as prefix (e.g. horse:head). (5) Descriptive words can be added to provide further information (e.g. [white]human, [frontal view]car).

2.2 Sketch Graph Representation

Since segmentation only provides the outer boundary of an object, we adopt a sketch graph representation like the Primal Sketch model \[\text{SK}\] to record structural features inside the object boundary. The sketch is composed of a set of strokes (long curves) aligned through landmarks. It is not required to have a closed boundary (see the small figures on the right side of each object in Figure \[\text{SK}\]). This figure demonstrates that the sketch graphs can capture essential perceptual information of the object, such as the structural information of the chair.
and the folds, sewing lines, albedo/lighting changes of cloth. We believe that it is valuable to record sketch information in addition to the object boundary. Another example is showed in Figure 6.

Sketch graph representation is further augmented to include low-middle level vision elements by adding attributes to each curve (attributed curves). As illustrated in Figure 6, the curves of object are classified by different colors to represent for occlusion, surface normal change, lighting/albedo change respectively. Besides, model/amodel completions and 2.1D layered representation are clearly defined with attributed curves (illusory contours, Figure 5).

**Fig. 4.** Attributed curves. “Winnie Pooh” is labeled with three types of curve attributes: Surface: curves generated by surface norm change; Boundary: curves on object boundary; Shadow: curves generated by shadow.

**Fig. 5.** Illusory contours for model/amodel completion and 2.1D layered representation. This figure shows how to label 2.1D layered representation and curve completions in a 2D image. The green line stand for the illusory(occluded) contours.

Figure 6 uses a high resolution sketch to do artistic rendering. We can see that the sketch graph image on the right welly depicts the appearance, clothing, and even expression of the little girl in the left image, with little distortion. Therefore, with such kind of sketch, people can easily do image rendering by filling in color patterns with all kinds of artistic styles. Moreover, the sketch graph is also a flexible and expressive tool to localize image features. As shown in Figure 11, we use the landmarks of sketch graph to represent the body pose and limb directions of human.
Fig. 6. Artistic rendering. Sketch captures the appearance, clothing, and expression of the child in the image with little distortion. Based on this, people can easily do image rendering with all kinds of artistic styles.

2.3 Hierarchical Decomposition and Parsing Graph

Compositionality is a common phenomenon in natural images. As shown in Figure 7(a), the image is composed of objects (car and background), while the car is composed of several parts and, if the resolution of the image were higher, we could further decompose the car body into sub-parts. Therefore it is natural to organize the contents of image in a hierarchical style. In our annotation framework, we adopt a tree structure (parsing tree) to record the hierarchical decomposition of objects (similar to the Image Parsing concept of Zhu et al. [12]). The image is decomposed hierarchically from scene to object then to parts and so on. This process terminates when the resolution of leaf nodes is too low to decompose further. Nodes of the parsing tree are the POs mentioned in 2.1.

By adding horizontal connections between parsing tree nodes, we further augment the parsing tree into a parsing graph. The horizontal links between nodes represent the relationship between object/parts. For example, the dashed lines in Figure 7(b) stand for supporting and occluding relationships between objects in the image.

Another example of a parsing graph is shown in Figure 8. In this figure, the bike is labeled at two different scales. At the low resolution, the bike is labeled as a whole. At the high resolution, it is further decomposed into parts with details. This process represents the scaling phenomena in vision.

2.4 And-Or Graph Knowledgebase and Bottom-Up/Top-Down Labeling Procedure

To build up an annotated image database with millions of images, it is important to abstract and organize visual knowledge from labeled images. It is
Fig. 7. (a) A parsing tree: The image is hierarchically decomposed from scene to object then to parts like a tree. The node of the parsing tree is $PO$ (section 2.1), which includes both region and sketch graph. (b) A parsing graph. Solid lines represent hierarchical decomposition. Dashed lines represent spatial relationships (supporting and occluding in this figure).

Fig. 8. Multiple scale/resolution annotation: The bike in the figure is labeled at two different scales. At low resolution, the bike is represented by a single sketch graph. At high resolution, it is further decomposed into parts.
also desirable to use previously extracted information from labeled images to train top-down algorithms to guide and speed up later annotations. To this end, we adopt the And-Or Graph concept brought up by Chen et al. [1] to organize labeling information in our database. The And-Or Graph is a uniform representation of visual knowledge, which combines Stochastic Context Free Grammar (hierarchical decomposition) and Markov Random Field (horizontal relationship). As mentioned previously, Parsing Graph integrates segmentation and sketch graph in a hierarchical structure with spatial relationships. Therefore, each parsing graph can be regarded as an instance of the And-Or graph in a real image. The And-Or Graph is an abstraction of all labeled information and hence can be compiled into an And-Or Graph knowledge base. The indexing information used by the And-Or Graph knowledgebase is sketch graph representation of POs, which can be thought as prototypes or templates.

![Bottom-up labeling](image1)

**Bottom-up labeling**

Labeling with interactive segmentation

**And-Or Graph Knowledgebase**
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![Top-down labeling](image2)
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Fig. 9. Bottom-up/top-down labeling process: In the bottom-up process, labeled information of objects is summarized into the And-Or graph knowledge base and stored as prototypes of different object categories. In the top-down labeling process, these templates are utilized to guide the annotation process.

As shown in Figure 9, we devise a bottom-up/top-down labeling procedure with the And-Or Graph Knowledgebase. As shown in the upper part of Figure 9 when a new category or novel instance is input, the object is labeled manually or with interactive method such as GraphCut. The graph representation is then stored into the And-Or Graph Knowledgebase as templates. This process
is called bottom-up labeling. When there are sufficient templates recorded to cover the inter-class variety of an object category, the templates can be utilized in a downward direction. First, good candidates are automatically selected from the template pool in the And-Or Graph Knowledgebase. After the best template is selected (manually or automatically), match algorithm based on sketch graph representation such as Shape Context\(^2\) or Graph Match\(^3\) is used to fit the template onto object. Thus, the labeling procedure is speeded up dramatically. The top-down labeling process\(^4\) is shown in the bottom part of Figure 9. Through this bottom-up/top-down labeling procedure, visual knowledge is accumulated towards the final goal of automated image parsing and labeling.

### 2.5 Global 3D Geometry Information

Global 3D geometric information is very important for scene understanding. Our annotation tool provides a module to label Global coordinate frame and perspective projection parameters in 2D image. As shown in Figure 10, the pairs of yellow lines in the figure are perspective parallel lines in real world. Vanishing points can be computed by a group of parallel lines. The horizon line is easily derived by connecting two vanishing points. The ground plane can be created using two pairs of parallel lines, which is same for the vertical planes.

![Fig. 10. This figure illustrate the labeling results of global geometry information. Yellow lines are Perspective 'Parallel' Lines. Vanishing Points can be computed by the intersection of parallel lines. Green line is Horizon Line. Black frame is ground plane, blue frame stands for vertical planes. Red axis is global coordinate.](image)

### 3 Annotation Tool: Integrating Functional Modules

In previous section, we present the representation and organization methodology of labeling information with examples from our database. In our annotation tool, we realize the functions with seven modules:

---

1. Discussed in a companion paper in CVPR07.
2. The automatic algorithms exploited in top-down labeling process is detailed discussed in a another companion paper submitted to ICCV07.
Fig. 11. Integration of functional modules. The task is to label images for sports activities. Four aspects of information are required: 1) ground plane and horizon line 2) segmentation of objects and semantic labels 3) layer labels for foreground and background 4) body direction and faces of athletes. To finish this task we integrate three modules: 1) geometry and 3D scene label module (G) for marking out ground plane on the image 2) region segmentation and annotation module (R) for labeling segmentation of objects, semantic and layer labels 3) And-Or Graph knowledge base assistant label module (S) for marking the body direction and human faces. At last, we output the labeling results.

1. Region segmentation (R).
2. Sketching and graph representation (S).
3. Hierarchical decomposition using Parsing Graph representation (P).
5. Attributed Curves (A).
6. Geometry and 3D information labeling (G).
7. And-Or Graph Knowledgebase (K).

In this section, we study the case of a practical image annotation task to illustrate how we integrate several functional modules to perform a specific annotation task. The task is to create an annotation subset for sports activities. It requires visual knowledge of following aspects:

1. Ground plane and horizon line of image
2. Segmentation of objects and semantic labels
3. Layer labels for foreground and background

It is obvious that requirement (1) is a global coordinate frame and perspective projection parameters labeling issue; Requirement (2) and (3) can be reduced to region segmentation and semantic annotation. Since there are many templates
of face and body skeleton in our And-Or Graph knowledgebase, we can fulfil requirement (4) by a top-down procedure introduced in section 2.4.

As shown in Figure 101 we integrate five modules to finish this task. First, we use the 3D Geometry module to label ground plane and horizon line on the image(G). Second, we use the segmentation and annotation to perform object level segmentation (R,N). Third, we use templates of human body skeleton and faces from And-Or Graph knowledge base to mark the body direction and faces(S,K). Integrating these five modules, we derive a customized annotation procedure.

4 Database Statistics, Subsets and Benchmarks

There are 3,927,130 POs, 636,748 images and video frames in our database at present, and the number is growing everyday. As illustrated in Figure 141 widespread images have been annotated.

To serve the community’s dire needs for dataset for training and evaluation, we have organized 13 common subsets from our database to serve as benchmarks. Figure 12 illustrate the typical image collection of these subsets. Table 1 illustrates more detailed statistics of these subsets, including image number, class number, visual knowledge included (functional modules involved), etc. These subsets are:

1. **Common scene classification**: A subset for general scene classification (Row 1 in Figure 12, Row 1 in Table 1).
   - **classes**: Images are categorized into 14 classes including: bathroom, bedroom, cityview, corridor, hall, harbor, highway, kitchen, living room, office, parking, rural, seashore, street.
   - **labeling information**: 3D Geometric description of scene, Object-level Segmentation (objects included in a scene, such as sky, tree, pedestrians, cars), Semantic Annotations, Parsing graph is used to perform scene decomposition and record occluding relation between objects.

2. **Activity and Events classification**: A subset for activity and event classification (Row 2 in Figure 12, Row 2 in Table 1).
   - **classes**: Images are categorized into 16 classes including: dining, harvest, lecture, meeting, shopping, badminton, bocce, croquet, high jump, hurdles, iceskate, polo, rowing, snowboarding, RockClimbing, sailing.
   - **labeling information**: Similar with the common scene classification subset. Since judgement of events and activities highly related with human in the scene, special annotations of human body are added (for specific, the face, body and limb directions, the case in Section 3 is an example).

3. **Aerial images**: A subset for aerial image segmentation (Row 3 in Figure 12, Row 3 in Table 1).
   - **classes**: Images are grouped into 10 classes: airport, business, harbor, industry, intersection, mountain, orchard, parking, residential, school.
   - **labeling information**: Segmentation of main objects in a scene, such as building roof, parking area, single car and road surface.
### Fig. 12. Exemplary images of 13 subsets for benchmarks. Subset1: scene classification (Row 1); Subset2: events and activity (Row 2); Subset3: aerial images (Row 3); Subset4-6: 20 categories of popular objects, which are in multiple views, scales and resolutions (Row 4-5); Subset7-9: Generic objects of 200 categories (Row 6); Subset10: Human faces with different age, pose, expression and etc. (Row 9); Subset11: Surveillance video frames (Row 8); Subset12: Text (Row 8); Subset13: Natural images for 2.1D layered representation.

<table>
<thead>
<tr>
<th>Bedroom</th>
<th>Bathroom</th>
<th>Office</th>
<th>Highway</th>
<th>Rural</th>
<th>Harbor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meeting</td>
<td>Lecture</td>
<td>Sports</td>
<td>Harvest</td>
<td>Dinning</td>
<td>Shopping</td>
</tr>
<tr>
<td>School</td>
<td>Industry</td>
<td>Intersection</td>
<td>Business</td>
<td>Airport</td>
<td>Marina</td>
</tr>
<tr>
<td>Airplanes of multi-view</td>
<td>Cars of multi-view</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bicycles of multi-scale</td>
<td>Motorcycles of multi-scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backpack</td>
<td>Camera</td>
<td>Mug</td>
<td>Horse</td>
<td>Squirrel</td>
<td>Cat</td>
</tr>
<tr>
<td>Natural images (2.1D Sketch)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Texts in different languages</td>
<td>Video frames</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different age</td>
<td>Different pose</td>
<td>Different expression</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Fig. 13. Popular object subsets: 20 categories of common objects are selected and labeled with multiple views, scales and resolution. The first and third lines of this figure are original image patches. The second and fourth lines of this figure are sketch representation of objects.
Fig. 14. This tree list is a comprehensive inventory of our dataset. From root node to leaf nodes, the entire set is decomposed into subsets and categories hierarchically. Terminal nodes without boxes are corresponding to the most detailed categories. The numbers in arc angle boxes are the statistics relatively. The PO in the figure means Physical Object mentioned in section 2.1.

4. Popular objects: Three subsets for object categorization, object bounding box localization and object outline detection. These objects are putted in multiple views and resolutions. (Row 4,5 in Figure 12 Row 4-6 in Table 1)

   classes: airplane, bicycle, bucket, chair, clock, couch, cup, frontcar, glasses, hanger, keyboard, knife, lamp, laptop, monitor, motorcycle, sidecar, table, teapot, watch.

   labeling information: Both segmentation and sketch representation of object are labeled. Objects are labeled under two or three resolutions. At the high resolution, object is decomposed hierarchically into parts and sub-parts.

   Figure 13 shows the segmentation and sketch representation of both high and low resolution of this subset.

5. Generic object: Three subsets for object categorization, bounding box localization and outline detection. (Row 6 in Figure 12 Row 7-9 in Table 1)

   labeling information: Similar with popular objects, except that only one resolution and single view is labeled. Because many objects are rarely seen, thus it is very hard to collect enough images for different views and resolutions.
6. **Face**: A subset for human face categorization. (Row 9 in Figure 12, Row 10 in Table 1).
   - class: Four classes differ in facial expression, lighting condition, age and pose.
   - labeling information: Landmarks of sketch graph are used to record the feature points of human faces. These landmarks are compatible with the Active Appearance Model (AAM) [5].
7. **Video clips**: A subset for video surveillance task. (Row 8 in Figure 12, Row 11 in Table 1).
   - labeling information: Both segmentation and sketch representation for foreground objects. Segmentation for background areas.
8. **Text**: A subset for text recognition tasks. Two kinds of languages are included: English and Chinese (Row 8 in Figure 12, Row 12 in Table 1).
   - labeling information: Segmentation of letter(character), hierarchical decomposition from text block to lines to words until letters or characters.
9. **2.1D layered representation**: A subset with natural images for general 2.1D segmentation tasks (Row 7 in Figure 12, Row 13 in Table 1).
   - labeling information: Segmentation and sketch representation, occluding relation between objects are recorded.

<table>
<thead>
<tr>
<th>Subsets</th>
<th>Class Num</th>
<th>Functional Modules</th>
<th>Image Num</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R S P K N A G</td>
<td></td>
</tr>
<tr>
<td>Scene Classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Common scene</td>
<td>14</td>
<td>√</td>
<td>9637</td>
</tr>
<tr>
<td>Activity</td>
<td>16</td>
<td>√</td>
<td>4723</td>
</tr>
<tr>
<td>Aerial</td>
<td>10</td>
<td>√</td>
<td>1625</td>
</tr>
<tr>
<td>Popular Object</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Categorization</td>
<td>20</td>
<td></td>
<td>9585</td>
</tr>
<tr>
<td>Bounding Box</td>
<td>20</td>
<td></td>
<td>9585</td>
</tr>
<tr>
<td>Outline</td>
<td>20</td>
<td></td>
<td>9585</td>
</tr>
<tr>
<td>Generic Object</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Categorization</td>
<td>200</td>
<td></td>
<td>15864</td>
</tr>
<tr>
<td>Bounding Box</td>
<td>200</td>
<td></td>
<td>15864</td>
</tr>
<tr>
<td>Outline</td>
<td>200</td>
<td></td>
<td>15864</td>
</tr>
<tr>
<td>Face</td>
<td>4</td>
<td>√</td>
<td>1271</td>
</tr>
<tr>
<td>Video</td>
<td>1</td>
<td>√</td>
<td>587391</td>
</tr>
<tr>
<td>Text</td>
<td>2</td>
<td>√</td>
<td>1854</td>
</tr>
<tr>
<td>2.1D Sketch</td>
<td>1</td>
<td>√</td>
<td>1446</td>
</tr>
</tbody>
</table>

### Table 1. Detailed Statistics of Subsets, functional module abbreviations see sec. 3

#### 5 Conclusions and Future Works

In this paper, we present a new large-scale general purpose ground truth image database. We bring up the representation and organization methodology of generally desired labeling information. We also demonstrate that, by properly combining the functional modules of our annotation tool, one can perform annotation tasks blending all kinds of desired information. Besides, a bottom-up/top-down labeling framework is proposed using the And-Or Graph knowledgebase.
to speed up labeling process. Lastly, thirteen subsets of labeled data are organized to serve as standard \textit{Benchmarks}. Further investigations are needed on the automatic algorithms related with bottom-up/top-down labeling procedure to realize the long term goal of semi-automatic labeling and automatic labeling. Besides, to set up benchmarks for image understanding (rather than simple classification), further investigation are needed on defining equivalent distance over diverse visual spaces.
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Abstract. In this paper, we present an automatic human portrait system based on the And-Or graph representation. The system can automatically generate a set of life-like portraits in different styles from a frontal face image. The system includes three subsystems, each of which models hair, face and collar respectively. The face subsystem can be further decomposed into face components: eyebrows, eyes, nose, mouth, and face contour. Each component has a number of distinct sub-templates as a leaf-node in the And-Or graph for portrait. The And-Or graph for portrait is like a "mother template" which produces a large set of valid portrait configurations, which is a "composite templates" made of a set of sub-templates. Our approach has three novel aspects: (1) we present an And-Or graph for portrait that explains the hierarchical structure and variability of portrait and apply it into practice; (2) we combine hair, face and collar into a system that solves a practical problem; (3) The system can simultaneously generate a set of impressive portraits in different styles. Experimental results demonstrate the effectiveness and life-likeness of our approach.
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1 Introduction

A portrait is a concise yet expressive representation of each person. A life-like portrait should not only resemble the appearance of an individual, but also capture the spirit of an individual.

It is a difficult and challenging task to automatically generate a life-like portrait from a given face image. There have been a few attempts to interactively or automatically generate a stylistic facial sketch by observing images drawn by artists. For example, a few template-based facial caricature systems were developed by Koshimizu et al [1] and Li et al [2], which simply linked face feature points using image processing methods and produced stiff sketches. A number of example-based approaches have been proposed for sketch. For instance, Librande [3] developed an example-based character drawing system.
Freeman et al. presented an example-based system for translating a sketch into different styles. With the development in texture synthesis and face hallucination, Chen et al. developed an example-based face sketch generation system. They used inhomogeneous non-parametric sampling to capture the statistical likelihood between the sketch and original image, and fit a flexible template to generate the sketch. However, this method is the mapping from image to sketch, it is difficult to change the style of portrait.

Inspired by recent development in generative model, Xu et al. presented a high resolution grammatical model for face representation and sketching. They adopted three-layer generative model and coarse-to-fine computation to generate fine face sketches. Chen et al. presented a generative model of human hair for hair sketching and composite templates for cloth modeling and sketching. These models can generate vivid sketches of hair, face and cloth, however, no one combines these separate parts into one portrait system.

In this paper, we present an automatic portrait system based on the And-Or graph representation. We build an And-Or graph for portrait which can account for the variability of portraits by separating the structure and style of portrait. Additionally, we build a set of sketch dictionaries for portrait components in different styles. With the And-Or graph for portrait and sketch dictionaries, we can automatically generate a set of life-like portraits in different styles from a given face image as shown in Figure 10, 11.

The rest of this paper is organized as follows. We introduce the And-Or graph for portrait in Section 2. The automatic portrait system is presented in Section 3. Experimental results are shown in Section 4. In Section 5, we will discuss the limitations of our approach and the future work.

![Fig. 1. Decompose portrait into components](image-url)
2 The And-Or Graph for Portrait

As is shown in Figure 1, a portrait includes three parts: hair sketch, face sketch, and collar sketch. The face sketch can be further decomposed into eyebrows sketch, eyes sketch, nose sketch, and mouth sketch. All of these components form a rather fixed spatial configuration within the face contour. At the same time, variability still exists in portraits, not only globally such as different views or posture, but also locally such as open/closed mouth or different types of hair. For example, Figure 2 shows various hair, collar, eyebrows, eyes, nose, mouth, and face contour together with their corresponding sketches.

![And-Or Graph for Portrait](image)

**Fig. 2.** The variability of portrait components

We need to take three categories of variability into account. (1) Topological configuration, such as V/T collar; (2) Geometric deformation, such as thick/thin
eyebrows; (3) Photometric variabilities, such as light/dark hairs. In order to account for these variabilities, we propose an And-Or graph for portrait.

As is shown in Figure 3, each terminal(leaf) node represents a component or sub-template. Different sub-templates in the same category are represented by distinct subgraphs. The non-terminal nodes are either And-nodes whose children must be chosen jointly or Or-nodes of which only one child can be selected. An And-node is an instance of the semantic meaning, which expands the regularized configurations. An Or-node only has the syntax meaning, which is a switch between alternative sub-configurations. So the And-nodes, the Or-nodes, and the leaf nodes constitute an And-Or graph. The And-Or graph has horizontal dash lines to specify the spatial relations and constrains among the nodes. For example, hair is above the face, while collar is below the face. Eyebrows, eyes, nose, mouth are within the face contour. These relations and constrains help to link the components together to form a valid representation. Thus the And-Or graph is like a "mother template" which produces a set of valid portrait configurations -"composite templates" that are made of a set of sub-templates.

As a matter of fact, an And-Or Graph is a context sensitive grammar [13], which can be regarded as a 5-tuple

\[
G_{\text{and–or}} = < N = U \cup V, T, \Sigma, R, A >
\]

Each element is explained as below:

1. **Non-terminal nodes** \( N = U \cup V \) includes a set of And-nodes and Or-nodes.

\[
U = \{u_1, ..., u_n\}; V = \{v_1, ..., v_n\}
\]

An And-node \( u \in U \) represents a composite template, which is composed of a set of sub-templates. An Or-node \( v \in V \) is a switch pointing to a set of alternative sub-templates.
2. **Terminal nodes** $T$ is a set of atomic templates.

$$T = \{t_1, ..., t_n\} \quad (3)$$

A terminal node $t \in T$ represents an object component, which can’t be further expanded or decomposed.

3. **Configurations** $\Sigma$ is a finite set of valid composite templates.

$$\Sigma = \{G_1, ..., G_n\} \quad (4)$$

Each graph $G \in \Sigma$ is a specific configuration for portrait. $\Sigma$ includes all of the possible valid configurations.

4. **Relations** $R$ is a set of relations between any two nodes in the And-Or graph.

$$R = \{r_{(n_i,n_j)} = < n_i, n_j >; n_i, n_j \in N \cup T\} \quad (5)$$

Each relation represents the statistical constraint on the attributes of the nodes.

5. **Attributes** $A$ is a set of attributes for each node in the And-Or graph. For the terminal nodes $t_i \in T$, $A$ is a set of photometric and geometric transforms.

$$A = \{(A_{(t_i)}^{pho}, A_{(t_i)}^{geo}) ; i = 1, 2, ..., n\} \quad (6)$$

3 The Automatic Portrait System

In order to automatically generate a set of life-like portraits in different styles, we need a large number of sub-templates in different styles as the terminal nodes. We asked artists to draw the portrait in different styles on top of the original image with a different layer in PhotoShop. Then we manually decompose the portrait into a set of components as is shown in Figure 1. By collecting these components, we build a large database for hair, collar, eyebrows, eyes, nose, mouth, face contour and their corresponding sketches in different styles. From this large database, we can extract different types of hair, face components, and collars to build a set of sketch dictionaries in different styles. It is also convenient to change the style of portrait by changing the sketch dictionaries.

Based on the And-Or graph for portrait, we divide the portrait system into three subsystems: hair subsystem, face subsystem and collar subsystem. The face subsystem is the key part which can be further decomposed into face components: eyebrows, eyes, nose, mouth, and face contour. We detect face rectangle using a boosted cascade of features\cite{14}. Then we adopt a local Active Appearance Model (AAM)\cite{15,16,17} for each face component. The hair subsystem and the collar subsystem are connected to the face subsystem. We first find the hair contour and the collar contour by the spatial relationships. Then we use shape matching to find the best matched shape with shape contexts\cite{18}. Last we warp the best matching shape to the corresponding shape contour by the Thin Plate Spline(TPS)\cite{19,20} model. The details of the three subsystems will be presented in the following sections.
3.1 Face Subsystem

Because of the diversity in the database, we categorize the face components into four types of eyebrows, five types of eyes, five types of nose, four types of mouth, and two types of face contour shown in Figure 4. Each type of component has its own AAM. The AAM representation includes a set of principle components for the geometric deformations and a set of principle components for the photometric variabilities after aligning the landmarks. Therefore we build a dictionary for all \((4+5+5+4+2=20)\) components and their corresponding sketches.

\[
\Delta^c_I = \{I_{geo}^{c, i}, I_{pho}^{c, i}, i = 1, 2, ..., 20\}
\]

\[
\Delta^c_S = \{S_i^{c, i}, i = 1, 2, ..., 20\}
\]

where \(I_{geo}^{c, i}\) and \(I_{pho}^{c, i}\) respectively denote the geometric and photometric models of AAM for component \(i\). \(S_i^{c, i}\) denotes the sketch of component \(i\).

The 20 component models are learned in a supervised manner from the database. The selection of the model for each component is controlled by five switch variables \(l_j \in \{1, 2, ..., 20\}, j = 1, 2, ..., 5\). Because of the symmetry of the two eyes and eyebrows, there are only five variables \(l_1, l_2, l_3, l_4, l_5\) which respectively denoted eyebrows, eyes, nose, mouth, and face contour. The inference of the face sketch can be represented as:

\[
p(S^{c} | I; \Delta^c_S, \Delta^c_I) = \prod_{j=1}^{5} p(l_j) \cdot \prod_{j=1}^{5} p(S_j^{c} | I; \Delta^c_S, \Delta^c_I)
\]

The inference of switch variables \(l_j\) is done through an exhaustive way. We firstly pick node \(j\) as a candidate from the AAM. Then we obtain the residue
between the synthesized image and the target image until the local model converges. After all the candidates are tried, the one with the least residue is chosen and its label assigned to \( l_j \). The exhaustive search can only guarantee the local optimum. However, we argue that the result shall approximate the global optimal in most circumstances with the good initialization assumed. The argument is supported by our experiment results.

![Flow chart of face subsystem](image)

**Fig. 5.** Render the sketch of eyebrows through its corresponding sketch

**Fig. 6.** The flow chart of face subsystem

Once we have determined the switch variables \( l_j \) for each component, we can render the sketch of each component through its corresponding sketch \( S_{l_j}^{cp} \). Taking eyebrows as an example shown in Figure 5, we can extract the accurate shape and associated texture information using the best fitting AAM from a new eyebrow. Then we define the same triangular mesh over the landmarks and warp each triangle separately from source to destination to get the vivid sketch of eyebrow.

The flow chart of face subsystem is shown in Figure 6. Firstly, we infer switch variables \( l_j \) through a exhaustive way. Secondly, we extract the accurate shape using the AAM for component \( l_j \) and connect landmarks. Finally, we render the sketch of each component through its corresponding sketch \( S_{l_j}^{cp} \).

### 3.2 Hair and Collar Subsystem

There are various types of collar and hair. we select some simple and typical types of collar and hair as templates from the database as is shown in Figure 7, 8. We use \( \Delta_S^h \) and \( \Delta_S^c \) to represent the various sketch of hair and collar respectively.
Fig. 7. The different types of collars extracted from the database

Fig. 8. The different types of hairs in two styles extracted from the database
Hair and collar cannot be handled in the same way as the face due to two reasons. (1) Because they have many styles and are not structured in the same regular way as the faces, building a model is not feasible. (2) There is no clear correspondence between source shape contours and destination shape contours. Without a correspondence, the triangular warp is not valid. Therefore, we adopt the method of shape contexts \[ \text{I8} \] to solve these problems. Shape contexts can measure similarity between shapes and find the correspondence between two similar shapes. Shapes are represented by a set of points sampled from the shape contours. In fact, the shape context is a descriptor for a reference point that captures the distribution of the remaining points with respect to the reference. As the corresponding points on similar shapes will have similar shape contexts, we can find the correspondence between two similar shapes by solving an optimal assignment problem. To measure similarity between shapes, shape context distance is defined as the symmetric sum of shape context matching costs over best matching points.

In order to choose the closest template using shape contexts, we should find the shape contour of hair and collar from a given image first. We can find the overall face region by skin detection. To reduce the influence of luminance on skin color, we transform the given image from RGB space to YCbCr space and only use Cb and Cr to detect skin. Because we have found face rectangle in face subsystem, we can get the approximate mean of skin color by calculating the mean Cb and Cr in the region of face rectangle. Using the skin color, we can quickly and effectively detect the the overall face region. If the background of the given image is clear and static, we can easily segment out the background by color detection. If the background is complex, we can use graph cuts \[ \text{21,22} \] to segment...
out the background. Therefore, we can obtain the region of hair and collar after we segment out the overall face region and background from the given image.

Searching the closest template is the process of shape matching. More formally, \( D(p, q) \) denotes shape context distance between shapes \( p \) and \( q \), \( P = \{p_1, \ldots, p_n\} \) denotes a set of templates, \( P^* \) denotes the closest template for a given shape \( Q \), thus

\[
P^* = \arg \min_{p_k \in P} D(p_k, Q) \tag{10}
\]

The flow chart of hair and collar subsystem is shown in Figure 9. We firstly obtain the shape contour of hair and collar by segmenting out the background and face. Then we get a set of points sampled from the shape contour of hair and collar and find the closest template by minimizing the shape context distance. Finally, we use a regularized TPS to map the closest template onto the corresponding shape contour.

### 3.3 Multiple Style Rendering

For each portrait component, we always have a corresponding graph representation shown in Figure 4, Figure 7 and Figure 8. We call them the sketch dictionaries

\[
\Delta_S = \{\Delta_S^h, \Delta_S^p, \Delta_S^c\} \tag{11}
\]

The \( \Delta_S \) represents a special style. The inference of portrait can be represented as:

![Fig. 10. Multiple style rendering. (a) Input image; (b) The portrait of primitive sketch; (c) The portrait of literary sketch; (d) The portrait of pencil sketch; (e) The colored portrait.](image)


\[ p(S|I; \Delta S) = p(S^h|I; \Delta^h_S) \cdot p(S^{cp}|I; \Delta^{cp}_S, \Delta^{cp}_I) \cdot p(S^c|I; \Delta^c_S) \]

\[ = p(S^h|I; \Delta^h_S) \cdot \prod_{j=1}^{5} p(l_j) \cdot \prod_{j=1}^{5} p(S^{cp}_{l_j}|I; \Delta^{cp}_S, \Delta^{cp}_{l_j}) \cdot p(S^c|I; \Delta^c_S) \]  

(12)

---

Fig. 11. More results generated by our approach. (a) Input image; (b) The portrait of primitive sketch; (c) The portrait of literary sketch; (d) The portrait of pencil sketch; (e) The colored portrait.
It is easy to generate another style by replacing the $\Delta_S$ with another sketch dictionary $\Delta_{S'}$. Additionally, we can get a colored portrait by tinging the region of each portrait component. The colored portrait is more expressive. We can see these effect in Figure 10. With a larger sketch dictionary, we can generate more styles.

4 Experiments

To verify the framework we proposed, experiments were conducted based on 225 frontal face images chosen from different genders, ages and races. Some images are taken from the AR data set. All the images are resized to the same resolutions: $500 \times 500$. We take 125 images for training and 100 images for testing. The training data satisfy following prerequisites:

1. Frontal view only (no hats and glasses).
2. Plain style, no exaggeration.
3. Each pair of image and portrait matches perfectly.
4. One image corresponds a set of portraits in different styles.

Figure 11 shows some results generated by our approach. It takes about 5 seconds on a Pentium IV 2.93 GHZ PC to generate a $500 \times 500$ portrait. We conclude that our approach is convenient to change the style of portrait and has good expansibility.

5 Discussion and Conclusions

We have presented an approach to automatically generating a set of life-like portraits in different styles. The And-Or graph for portrait is employed to account for the variability of portraits and separate the structure and style of the portraits. Our approach benefits from large sketch dictionaries in different styles. By replacing the sketch dictionaries, it is convenient to change the style of portrait. However our approach is not able to handle the old people because the wrinkles are not taken into account.

Our approach is aimed at a number of applications, such as low bit portrait communication in wireless platforms, cartoon sketch and canvas in non-photorealistic rendering, portrait editing and make-up on the Internet. In future work, we will add richer features including wrinkles, mustache, and lighting variabilities. We’d also like to extend our approach to cartoon sketch, side face and motion.
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Abstract. In this paper, we present a framework for object categorization via sketch graphs, structures that incorporate shape and structure information. In this framework, we integrate the learnable And-Or graph model, a hierarchical structure that combines the reconfigurability of a stochastic context free grammar(SCFG) with the constraints of a Markov random field(MRF), and we sample object configurations as training templates from this generative model. Based on these synthesized templates, four steps of discriminative approaches are adopted for cascaded pruning, while a template matching method is developed for top-down verification. These synthesized templates are sampled from the whole configuration space following the maximum entropy constraints. In contrast to manually choosing data, they have a great ability to represent the variability of each object category. The generalizability and flexibility of our framework is illustrated on 20 categories of sketch-based objects under different scales.

1 Introduction

In the last few years, the problem of recognizing object classes has received growing attention in both the fields of whole image classification\textsuperscript{6,7,15,16} and object recognition\textsuperscript{11,14,16}. The challenge in object categorization is to find class models that are invariant enough to incorporate naturally occurring intra-class variations and yet discriminative enough to distinguish between different classes.

In the vision literature, the majority of existing object representations for categorization use local image patches as basic features. These appearance based models achieve simple and rich visual/image representations and range from
global appearance models (such as PCA) in the 1990s (Nayar et al.)\textsuperscript{19}, to local representations using invariant feature points (Lowe et al.)\textsuperscript{2}, patches\textsuperscript{12} and fragments\textsuperscript{18}. Recently graphical models have been introduced to account for pictorial deformations\textsuperscript{11} and shape variances of patches, such as the constellation model\textsuperscript{13,12}. However, these models generally do not account for the large structural or configurational variations exhibited by functional categories, such as vehicles. Other class methods model objects via edge maps, detected boundaries,\textsuperscript{2,13} or skeletons,\textsuperscript{16}, which are essential for object representations, but are not designed to deal with large variations, particularly at different scales.

Recently, one kind of hierarchical generative model using a stochastic attribute grammar, known as the And-Or graph, was presented by Han\textsuperscript{24} and Chen\textsuperscript{8}. It is a model that combines the flexibility of a stochastic context free grammar (SCFG) with the constraints of a Markov Random Field (MRF). The And-Or graph models object categories as collections of parts constrained by pairwise relationships. The SCFG component models the probability that hierarchies of object parts will appear and with certain appearances, while the MRF component ensures these parts are arranged meaningfully. More recently, Zhu\textsuperscript{17} and Porway\textsuperscript{8} defined a probability model on the And-Or graph that allows us to learn its parameters in a unified way for each category.

Our categorization framework is built upon a sketch representation of objects along with a learned And-Or graph model for each object category. We sample object configurations from the And-Or graph offline as training templates from which a dictionary of graphlets is learned. Then, four steps of discriminative approaches are adopted to prune candidate categories online, and one graph matching algorithm\textsuperscript{10} is developed for top-down verification.

The main contribution of this paper is using sampled object templates from the learned And-Or graph model instead of collecting training data manually, and presenting an efficient computing framework for object categorization, integrated with discriminative approaches and top-down verification.

Fig.\textsuperscript{11} (a) shows the And-Or graph for the bicycle category. The Or-nodes (dashed) are “switching variables”, like nodes in an SCFG, for possible choices of the sub-configurations, and thus account for structural variance. Only one child is assigned to each Or-node during instantiation. The And-nodes (solid) represent pictorial composition of children with certain spatial relations. The relations include butting, hinged, attached, contained, cocentric, colinear, parallel, radial and others constraints. \textsuperscript{11} describes how these relations can be effectively pursued in a minimax entropy framework with a small number of training examples. Assigning values to the Or-nodes and estimating the variables on the And-nodes produces various object instances as generated templates. Some examples of the bicycle template are shown in Fig.\textsuperscript{11} (b), which can be used as training data in our framework. These templates are synthesized following the maximum entropy principle and are much more uniform than manually collected data would be.

In order to show the generalizability and power of categorization using shape and structure information, we use hand-drawn objects, so-called “perfect sketches”, as the testing instances.
Fig. 1. A specific object category can be represented by an And-Or graph. (a) shows one example for the bicycle category. An Or-node (dashed) is a “switching variable” for possible choices of the components and only one child is assigned for each object instance. An And-node (solid) represents a composition of children with certain relations. The bold arrows form a sub-graph (also called a parsing graph) that corresponds to a specific object instance (a clock) in the category. The process of object recognition is thus equivalent to assigning values to these Or-nodes to form a “parsing graph”. (b) Several synthesized bicycle instances using the And-Or graph to the left as training data.

The remainder of this paper is arranged as follows. We present the principle of synthesizing templates from the And-Or graph model in Section 2. We then follow with a description of the inference schemes, involving discriminative approaches and a top-down matching algorithm [10], along with detailed experiments with comparisons in Section 3. The paper is concluded in Section 4 with a discussion of future work.

2 Generative Template Synthesis

We begin by briefly reviewing the And-Or graph model and then describe the principle of sampling instances from the learned And-Or graph model. The detailed And-Or Graph learning work for each object category was proposed in [9].

2.1 The Learnable And-Or Graph

The And-Or graph can be formalized as the 6-tuple

\[ G = < S, V_N, V_T, R, P, \Sigma > \]

where \( S \) is the root node, \( V_N \) are non-terminal nodes for objects and parts, \( V_T \) are terminal nodes for the atomic description units, \( R \) are a set of pairwise
relationships, $P$ is the probability model on the graph, and $\Sigma$ is the set of all valid configurations producible from this graph.

In Fig. 11(a), the root node $S$ is an And node, as bicycle must be expanded into handle, seat, frame, front wheel, rear wheel, while the handle node is an Or node, as only one appearance of handle should exist for each instance of bicycle. Each Or Node $V_i^{OR}$ has a distribution $p(\omega_i)$ over which of its $\omega = \{1, 2, ..., N(\omega_i)\}$ children it will be expanded into. $V_T = \{t_1, t_2, ..., t_{n_T}\}$ represents the set of terminal nodes. In our model, the terminal nodes are low-level sketch graphs for object components. They are combined to form more complex non-terminal nodes, as illustrated in Fig. 11(a).

$R = \{r_1, r_2, ..., r_{N(R)}\}$ in the formulation represents the set of pairwise relationships defined as functions over pairs of nodes $v_i, v_j \in V_T \cup V_N$.

$$r^\alpha = \psi^\alpha(v_i, v_j)$$

each relationship is a function of each node’s attributes, for example the distance between the centers of the two nodes. These relationships are defined at all levels of the tree.

$P = p(G, \Theta)$ is the probability model over the graph structure. The deriving process of $P = p(G, \Theta)$ and the detailed learning process of $\theta$ from training set was described in 9.

As the And-Or graph embeds an MRF in a SCFG, it borrows from both of their formulations. We first define the parsing graph as a valid traversal of an And-Or graph, and we then collect a set of parsing graphs labeled from a category of real images as training data to learn the structure and related parameters of the And-Or graph for this category. Each parsing graph will consist of the set of non-terminal nodes visited in the traversal, $V = v_1, v_2, ..., v_{N(v)} \in V_N$, a set of resulting terminal nodes $T = t_1, t_2, ..., t_{N(t)} \in V_T$, and a set of relationships observed between parts, $R \in \mathcal{R}$.

Following the SCFG 23, the structural components of the And-Or graph can be expressed as a parsing tree, and its prior model follows the product of all the switch variables $\omega_i$ at the Or nodes visited.

$$p(T) = \prod_{i \in V} p_i(\omega_i)$$

Let $p(\omega_i)$ be the probability distribution over the switch variable $\omega_i$ at node $V_i^{OR}$, $\theta_{ij}$ be the probability that $\omega_i$ takes value $j$, and $n_{ij}$ the number of times we observe this production, we can rewrite $p(T)$ as

$$p(T) = \prod_{i \in V^{OR}} \prod_{j=1}^{N(\omega_i)} \theta_{ij}^{n_{ij}}$$

The MRF is defined as a probability on the configurations of the resulting parts of the parsing tree. It can be written in terms of the pairwise energies
between parts. We can extend these energies to include constraints on the
singleton nodes, e.g. singleton appearance constraints.

\[ p(C) = \frac{1}{Z} \exp \left( -\sum_{i \in T} \phi(t_i) - \sum_{<i,j> \in V} \psi(v_i, v_j) \right) \]

where \( \phi(t_i) \) denotes the singleton constraint function corresponding to a single-
lon relationship, and \( \psi(v_i, v_j) \) denotes the pairwise constraint corresponding to a
pairwise relationship.

Following the deriving process of \([9]\), we obtain the final expression of \( P = p(G, \Theta) \). Suppose the number of times we observe this production is \( n_{ij} \), \( R^1_N \) is the
umber of singleton constraints, and \( R^2_N \) is the number of pairwise constraints,

\[ p(G, \Theta) = \frac{1}{Z} (\Theta) p(T) \exp \{-E(g)\} \]

\[ E(g) = \log(p(T)) + \sum_{i \in T} \sum_{a=1}^{R^1_N} \alpha_i^a (\phi^a(t_i)) + \sum_{<i,j> \in V} \sum_{b=1}^{R^2_N} \beta_{ij}^b (\psi^b(v_i, v_j)) \]

where \( \Theta = (\theta, \alpha, \beta) \) are related parameters of the probability model and can
be learned from a few parsing graphs, as proved in \([9]\). Intuitively, for each
object category, the basic structural components (object parts or sub-parts) and corresponding relationships are essential and finite, like the basic words
and grammar rules, and thus can be learned from a few typical instances, as
illustrated in Fig.2(a),(b). Furthermore, a huge number of object configurations
can be synthesized from the learned And-Or graph that are representative of the
in-class variability of each object category, as illustrated in Fig.2(c).

2.2 Template Synthesise

To generate sample templates from the learned And-Or graph, we first sample
the tree structure \( p(T) \) of the And-Or graph. This is done by starting at the
root of the And-Or graph and decomposing each node into its children nodes
recursively. And Nodes are decomposed into all of their children, while an Or
node \( V_i^{OR} \) selects one of its children to decompose into according to the \( p(\omega_i) \)
learned in \([9]\). This process is similar to generating a sentence from a SCFG \([23]\)
model. This continues until all nodes have decomposed into terminal nodes. The
output from this step is a parsing graph of the hierarchy of object parts, though
no spatial constraints have been imposed yet. For example, we may have selected
certain templates for the wheels, frame, seat, and handle bars of a bike, but we
have not yet constrained their relative appearances.

To arrange the parts spatially, we use Gibbs sampling to sample new part
positions and appearances for each pair of parts. At each iteration, we update
the value of each of the relationships that exists between each pair of nodes at
the same level in the parsing graph. The parameters for each relationship are
inherited from the And-Or graph. A relationship \( R \) for a given pair of nodes
\( (v_i, v_j) \) is represented as a histogram in our framework \([9]\), and we can thus
calculate the change in energy that would occur if this pair were to take on every value in $R$. For each $r$ that $R$ can assume, we arrange the parts so that their response for this relationship is $r$. We then compute the total change in energy for the tree by observing the new values of any relationships $R'$ that were altered between any pairs $(v_x, v_y)$ by this change, including $(v_i, v_j)$ and $R$ themselves. This energy is easily calculated by plugging the affected relationship responses into our prior model $p(G)$. We record this energy and then arrange according to the next $r$.

For example, given a parsing graph of a car, we would need to update the relative position between the wheels and the body. This would be just one of the relationships between this pair of parts that we would update during this iteration. To do this, we set the size of the wheels to each possible value that the relative position can take on, and then compute the resulting change in energy of the parsing graph. Any relationships between the body and wheels that depend upon the relative position would be affected, as well as any relationships between other parts that depend on the position of the wheels.

Once we have a vector of energies for every possible $r$ for a given pair $P$ under $R$, we exponentiate to get a probability distribution from which we sample the next value $v$ for this $P$ under $R$. We then move on to the next pair or next relationship. This process continues for 50 iterations in our experiment, at which point we output the final parsing graph, which contains the hierarchy we selected as well as the spatial arrangements of the parts. This process is described in the algorithm below.

1. Sample the tree structure $p(T)$ to get a parsing graph.
2. Compute the energy of this tree by calculating the energy of each relationship between each pair of terminals. These begin uniformly distributed.
3. For each pair of parts $P$
   a. For each relationship $R$ between $P$
      i. Arrange $P$ so that its response to $R$ is $r$.
      ii. For every other pair that shares a part with $P$ and every relationship affected by $R$, compute new responses.
      iii. Calculate the change in energy $\Delta E$ by plugging these new responses into our energy term.
      iv. Repeat steps i-iii for each value $R$ can take.
      v. Normalize the $\Delta E$’s to get a probability distribution. Sample a new value $y$ from it for this $P$ under $R$.
4. Update all pairs of parts under each relationship to their new values $y$.

This sampling procedure thus selects the new relationship values for the pairs of parts proportional to how much they lower the energy at each iteration. As lowering the energy corresponds to increasing the probability of this tree, we are sampling configurations proportional to their probabilities from our learned model.

Once we have a parsing graph with all of the leaf nodes appropriately arranged, we must impose an ordering on the terminal nodes to create an appropriately occluded object. This is a logistic issue that is needed to transform
Fig. 2. Examples of And-Or graphs for three categories (in (b)), and their selected training instances (in (a)) and corresponding samples (in (c)). The samples (in (c)) contain new object configurations, compared with the training instances (in (a)). Note that, for the sake of space, the And-Or graphs (in (b)) have been abbreviated. For example, the terminal nodes show only one of the many templates that could have been chosen by the Or Node above.

our object from overlapping layers of parts into one connected structure. In our experiment we hard-coded these layer values by part type. For example, teapot spouts are always in front of the teapot base. We are currently experimenting with learning an occlusion relationship between pairs so that we can sample this ordering in the future as well. Once the ordering is determined, intersection points between layers are determined and the individual leaf templates are flattened into one final template.

By the end of this process we can produce samples that appear similar to the training data, but vary in the arrangements and configurations of their parts. Figure 2 (c) shows examples of these samples at both high and low resolution,
along with the corresponding And-Or graph for that category (Figure 2(b)). Note that, a few new configurations are synthesized, compared with the training instances (Figure 2(a)). For our experiments, we produced 50 samples for each category.

3 Inference and Experiments

Using the synthesized templates as training data, we illustrate our framework on classifying sketch graphs into 20 categories. In classifying a given sketch graph $g$, we utilize four stages of discriminative tests to prune the set of candidate categories it can belong to. These discriminative methods are useful as they are quite computationally fast. Finally, a generative top-down matching method is used for verification. All discriminative approaches work in a cascaded way, meaning each step keeps a few candidate categories and candidate templates from each candidate category for the next step. These discriminative approaches were adopted due to their usefulness in capturing object-specific features, local spatial information, and global information respectively. The verification by top-down template matching operates on this final pruned candidate set. This inference framework will be described in the next subsections.

We collect 800 images at multiple scales from 20 categories as testing images from the Lotus Hill Institute’s image database[21], as well as the ground truth sketch graphs for each image. We show a few typical instances in Fig. 3 and measure our categorization results with a confusion matrix.

3.1 Discriminative Prune

We first create a dictionary of atomic graph elements, or graphlets. Graphlets are the most basic components of graphs and consist of topologies such as edges, corners, T-junctions, etc. To create a dictionary of graphlet clusters, we first collect all the sketch templates from all categories. Starting with the edge element as the most basic element, we count the frequency of all graphlets across all graphs. A TPS (Thin Plate Spline) distance is used in the counting process to determine the presence of different graphlets. To consider the detectability of each graphlet, we then use each graphlet as a weak classifier in a compositional boosting algorithm[22].

$$\Delta_{Glet} = \{(g_i, \omega_i), i = 1, ..., 13\}$$

According to their weights, we select the top 13 detectable graphlets, and their distributions in each category are plotted in Fig. 4. Other graphlets are either very rare (occurrence frequency is less than 1.0%) or uniform in every category, and thus are ignored.

To prune candidate categories for a testing instance, we integrate four steps of discriminative approaches. We use confusion matrix to estimate the true positive rate of categorization. In each step, we keep candidates and plot the confusion
matrix of top $N$ candidate categories, which describes whether the true category is in the top $N$ candidate categories. The number $N$ of candidates we keep is empirically determined in the training stage and it helps to guarantee high true positive rate and narrow the computing range of the next step. Estimating this number is straightforward and its description is thus ignored in this paper.

**Step 1 Category histogram.** The histogram of graphlets for each category is learned by counting graphlet frequency over the training templates. Each testing graph can then be converted into a sparse histogram and the likelihood of its histogram against each category histogram can be calculated for classification.

**Fig. 3.** Selected testing images with sketch graphs from Lotus Hill Institute’s image database.

**Fig. 4.** The graphlets distributions in each category. The graphlets are listed in order according to detectability.
Fig. 5. Step 1 discriminative prune. Three confusion matrix show results with the top 1, top 5 and top 10 candidate categories. We keep the top 10 candidates for step 2.

The results of step 1 are shown in Fig. 5 and the top 10 candidates are selected for step 2.

**Step 2 Nearest Neighbor.** Each instance in the training data and our testing graph are converted into sparse vectors. Each vector represents the frequency of each graphlet along with its weight. Suppose we have $M$ training templates in each category, then each vector is

$$V_j = \{\omega_i * N_i, i = 1, ..., 13\}, j = 1, ..., M$$

Where $\omega_i$ and $N_i$ are graphlet $g_i$’s weight and occurrence frequency in template $j$.

To get a distance between two sparse vector, we use a modified Hamming Distance, the L1-Norm of two vectors’ subtraction. Firstly we calculate the distance between our testing instance and each training instance from the 10 candidate categories kept from step 1. Then we find the 8 shortest distances within each category and calculate the average distance between them. The candidate categories can then be ordered by the length of these average distances. We keep the 8 closest candidate categories and 10 closest candidate templates within these categories for step 3, the results of which are shown in Fig. 6.

**Step 3 Nearest Neighborhood via Composite Graphlet.** We next introduce spatial information into our features. To capture informative attributes of a graph, adjacent graphlets are composed into cliques of graphlets. The training and testing templates can be decomposed into these graphlet cliques and then

Fig. 6. Step 2 discriminative prune. Three confusion matrix show results with the top 1, top 4 and top 8 candidate categories. We keep the top 8 candidates for step 3.
vectorized for further pruning. The composite graphlets selection work is similar to single graph selection, and the top 20 detectable composite graphlets are shown in Fig. 7. The distance metric is computed in a similar fashion to step 2. We then keep the top 6 candidate categories and top 8 candidate templates from our remaining set, as shown in Fig. 8.

**Fig. 7.** Top 20 detectable composite graphlets and their distributions

**Step 4 Nearest Neighborhood via Shape Context.** Shape context can be considered as one kind of global shape descriptor. It can be used to further prune the candidates proposed by previous steps. We keep the top 5 candidate categories and top 5 candidate templates from each category in this step, as shown in Fig. 9.

**Fig. 8.** Step 3 discriminative prune. Three confusion matrices show results with the top 1, 3, 6 candidate categories. We keep the top 8 candidate templates for step 4.
Fig. 9. Step 2 discriminative prune. Three confusion matrix show results with the top 1, top3 and top5 candidate categories. We keep the top 5 candidates for top-down verification.

3.2 Top-Down Verification

Given the results of our cascade of discriminative tests, the template matching process is then activated for top-down verification. The matching algorithm we adopted is a stochastic layered matching algorithm with topology editing that tolerates geometric deformations and some structural differences [10]. As shown in Fig. 10, the final candidate categories and templates for testing objects are listed, and top-down matching is illustrated. The input testing image and its perfect sketch graph are shown in Fig. 10(a), in which there are two testing instances, a cup and a teapot. After the discriminative pruning, there are two candidate categories left (cup and pot) with candidate templates for the testing object.

Fig. 10. The top-down verification of candidate templates. The input testing image and its perfect sketch graph are shown in (a), where there are two testing instances, a cup and a teapot. After the discriminative prune there are two candidate categories remaining (cup and teapot) with candidate templates for the testing cup, as well for the testing teapot, as listed in (b). After the top-down matching process, the templates with the best matching energy are verified, as illustrated in (c).
cup, as well for the testing teapot, as listed in Fig. 10 (b). After the top-down matching process, the templates with the best matching energy are verified for the categorization task, as illustrated in Fig. 10 (c).

The final confusion matrix on 800 objects is shown in Fig. 11.

![Confusion Matrix](image)

**Fig. 11.** The final confusion matrix on 800 objects

### 3.3 Comparison

For comparison purposes, we discard the generative And-Or graph model and instead collect quadruple the amount of training data as sampled templates from the Lotus Hill Institute’s image database [24]. Based on these hand-collected images along with their sketch graphs (200 images for each category), we infer

![Confusion Matrix](image)

**Fig. 12.** Confusion matrix showing the overall classification accuracy of the test categories using training data from hand-collected images. Compared with Fig. 11, it shows numerically that the manually collected training data are of less powerful in representing varied object configurations.
the same testing instances for categorization as we described above. We just plotted the final confusion matrix for illustration, as shown in Fig. 12. With the same inference steps and testing instances, the overall classification accuracy is 21.5% lower than inference using the generative And-Or graph model. The essential reason for comparison results is that most categories include a nearly infinite number of configurations, which are impossible to cover completely by hand-collected data.

4 Summary

In this paper, a framework composed of a generative And-Or graph model, a set of discriminative tests and a top-down matching method, is proposed for a sketch-based object categorization task. Instead of collecting training data manually, we synthesize object configurations as object templates from the And-Or graph model. In the computational process, four steps of discriminative pruning are adopted to narrow down possible matches, and a template matching algorithm is used on the final candidates for verification. We show detailed experiments of classifying testing sketch graphs into 20 categories step by step. In order to show the generalizability and power of this method, we use the human-annotated sketch graphs as testing instances. With the experimental results and comparisons, the synthesized templates show their ability to represent object with large variability in appearance, and the compositional inference shows their efficiency and accuracy with the experiments results.

To get a better performance on words clustering and generative model, we currently focus on objects in form of manually drawn sketch graph. In future, further work about imperfect sketch recognition will be done on pixel images, new model of sketch extraction and object detection will be consider.
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Abstract. This paper presents a Bayesian inference algorithm for image layer representation \cite{26}, 2.1D sketch \cite{6}, with mixed Markov random field. 2.1D sketch is an important problem in low-middle level vision with a synthesis of two goals: segmentation and 2.5D sketch, in other words, it is to consider 2D segmentation by incorporating occlusion/depth explicitly to get the partial order of final segmented regions and contour completion in the same layer. The inference is based on Swendsen-Wang Cut (SWC) algorithm \cite{4} where there are two types of nodes, instead of all nodes being the same type in traditional MRF model, in the graph representation: atomic regions and their open bonds described by address variables. These makes the problem a mixed random field. Therefore, two kinds of energies should be simultaneously minimized by maximizing a joint posterior probability: one is for region coloring/layering, the other is for the assignments of address variables. Given an image, its primal sketch is computed firstly, then some atomic regions can be obtained by completing some sketches into a closed contour. At the same time, T-junctions are detected and broken into terminators as the open bonds of atomic regions after being assigned the ownership between them and atomic regions. With this graph representation, the presented inference algorithm is performed and satisfactory results are shown in the experiments.

Keywords: Layer Representation, 2.1D Sketch, Bayesian Inference, Contour Completion, Mixed Markov Field, Swendsen-Wang Cut, MCMC.

1 Introduction

This paper presents a Bayesian inference algorithm for image layer representation \cite{26}, that is 2.1D sketch \cite{6}, with mixed Markov random field. The general goal of 2.1D sketch is to resume the occluded structure part of object and find the occlusion relation (partial order) of all objects in a scene. 2.1D sketch is a very important issue in low-middle level vision tasks and remains a challenging problem yet in the literature. Solving 2.1D sketch is a critical step for scene understanding in both still images and video, such as foreground/background separation, 2.5D sketch, motion analysis, etc.
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Layer representation is firstly presented by Wang and Adelson for motion analysis [20]. Based on this idea, the concept of 2.1D sketch was then proposed firstly by Nitzberg and Mumford [8]. In their works, T-junctions detected on region’s boundaries provide the cue information of occlusion relation, and an energy function is minimized to get 2.1D sketch with experiments on some simple images.

Fig. 1. Illustration of the 2.1D sketch. (a) is the original image, Kanizsa figure. (b) is the sketch graph computed by the primal sketch model after interactively labeling. There are 8 atomic regions and 12 terminators broken form T-junctions. (c) is the 2.1D sketch. There are 4 layer and the contour completion is performed using Elastica rules. (d) is the Hasse diagram for partial order relation, such as \( < 7, 1 > \) means region 7 occludes region 1. (e) is the graph representation with mixed Markov random field. Each big circle denotes a vertex of atomic region, each blue bar denotes one terminator, each little circle denotes a vertex of open bound described as address variable. Each region may have two or more terminators. The blue line segments connect the two neighboring regions. The red two-way arrows connect two terminators and each terminator is assigned another terminator’s address variable.

As Fig. 1 shown, it is an illustration of the 2.1D sketch for the well-known Kanizsa figure. The final layer representation with contour completion is shown in Fig. 1(c). There are 8 atomic regions in total as shown in Fig. 1(b), denoted by 0, 1, ..., 7 in Fig. 1(d) for showing the diagram of the partial order and \( x_0, x_1, ..., x_7 \) in Fig. 1(e) for showing the the graph representation with mixed random field. There are 12 T-junctions in total and they are break into terminators \( a, b; c, d; e, f; g, h; i, j; k, m \) as shown in Fig. 1(b). These terminators...
are called open bonds described as address variables for corresponding atomic
regions, denoted by \( y_a, y_b, \ldots; y_k, y_m \) in Fig. 1(e). Both the atomic region vertices
and the corresponding address variables vertices yield the graph representation
and address variables would reconfigure the graph structure. And it is these
address variables that make the problem a mixed random field:

(1) The vertices are inhomogeneous with different degrees of connections and
should be inferred from the images;

(2) The neighborhood of each vertex is no longer fixed but inferred as address
variables, which yields and would reconfigure the graph structure.

The compatibility between any two terminators is a function defined on dif-
ferent cues such as appearance, geometric properties (eg. Elastic rules), etc.
The compatibility function is then used as the weight of edge in the graph rep-
resentation. For the simple case shown in Fig. 1. Fig. 2 shows the inferential
computing procedure using Gibbs sampler with anneal simulating starting from
initial temperature \( T = 20 \).

In the literature, there are some related works on 2.1D sketch. Stella \( \mathbb{Z} \) etc
proposed a model for Figure-Ground segregation based on hierarchical Markov
random field. They used clique potentials in MRF to encode local logical deci-
sion rules and demonstrated a system that automatically integrating sparse local
relative depth cues arisen from T-junctions over long distance into a global or-
dering of relative depths. Esedoglu and Riccardo March \( \mathbb{Q} \) proposed to segment
image with depth but without detecting junctions. They described a technique
in the variational formulation of minimizing Mumford-Shah’s energy function
that avoided explicit detection/connection of T-junction. These works did not
consider the the problem of address variable explicitly.

In contrast, this paper formulates 2.1D sketch using mixed random field, and
presents a Bayesian inference algorithm based on Swendsen-Wang Cut algorithm.
According to the authors’ knowledge, this is the first time to solve 2.1D sketch
problem inferencing based on mixed random field.

Given an image, its primal sketch is firstly computed using the primal sketch
model \( \mathbb{Z} \), then some atomic regions can be obtained by completing some sketches
into a closed contour using some interactive operations for the time being as
shown in Fig. 3 and other results in experiments. From sketch to atomic region
is not the main issue of this paper, so, currently we use some interactive op-
erations, and this is also a common assumption in the literature. At the same
time, T-junctions are detected using a method developed in the author’s group
recently \( \mathbb{L} \) as shown in Fig. 3 and other results in experiments. T-junctions are
then broken into terminators as the open bonds or address variables of atomic re-
regions after being assigned the ownership between them and atomic regions. Each
address variable should be assigned with another one to make contour comple-
tion to get larger segmented regions consisting of some atomic regions. Then
a graph representation can be obtained and consists of two kinds of vertices:
apon regions and its corresponding address variables. So there are two kinds
of energies that should be minimized at the same time: region coloring/layering
and address variable assignment, by maximizing a joint posterior probability. Some results are shown in Section 2 and Section 3.

The remainder of the paper is organized as following. Section 2 formulates the problem under Bayesina framework and defines some used concepts and variables. Section 3 presents the inference algorithm based on Swendsen-Wang Cut algorithm with experiments in Section 4. Some conclusions and discussions are come at in Section 5.

2 Problem Formulation of the 2.1D Sketch

2.1 Graph Representation

Given an image defined on lattice A with occlusion relations among the objects in it, eg. Fig. 1 and other examples in this paper, its sketch graph is computed using the primal sketch model [12], followed by some manually interactive operations to get initial partition of the image domain with some atomic regions. Because the step from primal sketch to initial atomic regions are not the main issue of this paper and it is another research subject in the literature, we simplify this step by using manually interactive operations, and this is a common assumption in dealing with 2.1D sketch for the time being. These atomic regions are one kind of vertex in the graph. For each atomic region, there are some open bonds, described as address variables, which are obtained by breaking the T-junctions. Each T-junction is broken into a line segment and a terminator, and the terminator is described by address variable treated as the other kind of vertex in the graph. Address variables should be assigned to another one, inferring from the image. Some examples are shown in Fig. 3 etc. With this graph representation, 2.1D sketch can be formulated as graph partition problem. Swendsen-Wang Cut(SWC) is a recently developed algorithm to solve general graph partition problem. In the following, some definitions of the problem domain are given, bayesian formulation and the inference algorithm based on SWC are derived.

2.2 Definition of the Problem Domain

In this section, we define the elements in the 2.1D sketch representation. As stated above, it is a mixed random field with two kinds of vertices in the graph representation: a set of connected regions and a set of terminators broken from T-junctions. The regions set are defined as:

\[ \Omega_x = \{R_1, R_2, \cdots, R_n\} \]  

(1)

the regions will be divided into an unknown number of K layers.

\[ \Omega_l = \{1, 2, \cdots, K\}, K \in |\Omega_x| \]  

(2)

each region \( R_i, i \in [1, n] \) has a label for its layer, \( l_{R_i} \in X \) defined below. The terminators are also called open-bonds to be completed after inference, which can be defined as:

\[ \Omega_a = \{a, b, \cdots, N\} \]  

(3)
on \( \Omega_x \) we define the layer information:

\[
X = (x_1, x_2, \ldots, x_n), x_i \in \Omega_i, \forall i \in \Omega_x
\]

(4)

region \( R_i \) is said to occlude \( R_j \) if \( x_i < x_j \), region \( R_i \) and \( R_j \) are in the same layer and can be connected into one region if \( x_i = x_j \).

On \( \Omega_a \), a set of address variables are defined for the contour completion information of open bonds:

\[
Y = \{y_a, y_b, \ldots, y_N\}, y_a \in \Omega_a, \forall a \in \Omega_a
\]

(5)

this will tell to whom the terminator \( a \) is connected. A terminator connects to itself when the T-junction is not broken. An example is shown in Fig. □

2.3 Bayesian Formulation

According to the above definitions, 2.1D sketch is then represented by a hidden vector variable \( W \), which describes the world state for generating the image \( I \).

\[
W = (X, Y)
\]

(6)

The solution vector \( W \) includes the following information in two graphical representation: (1) Partial orders represented by an Hasse diagram as shown in Fig. □(d), where each arrow indicates an occlusion relation. The arrow between two nodes \( i, j \) often decide the ownership of the boundary (contour) between regions \( R_i \) and \( R_j \). For example, if region 2 occludes region 0, then region 2 owns the red boundary and consequently, it owns the two terminators \( c \) and \( d \). Similarly, if region 4 occludes region 0, then region 4 owns the green contour. Thus region 4 own terminator \( g \) and \( i \). This is not a trivial problem. In some rare accidental cases, two regions may co-own the contour between them; and (2) Graph representation with mixed Markov random field as shown in Fig. □(e).

In a Bayesian framework, we make inference about \( W \) from input image \( I \) over a solution space \( \Omega \):

\[
W^* = (X, Y)^* = \arg \max p(X,Y|I) = \arg \max p(I|X,Y)p(X,Y)
\]

(7)

or preserving multiple interpretations, each with a probability:

\[
W_1, W_2, \ldots, W_k \sim p(I|X,Y)p(X,Y)
\]

(8)

As we mentioned before, there are two kinds of energies that should be minimized simultaneously and described in the above joint probability distribution.

The prior probability \( p(W) \) is a product of the following probabilities.

1. An exponential model for the number of layers \( p(K) \propto \exp\{-\lambda_0 K\} \).

2. A model for the size of each “larger” region \( R, A = |R| \), consisted of some atomic regions after contour completion in each layer. The prior encourage large and connected regions. We take a distribution \( p(A) \propto \exp\{-\gamma A^c\} \), where \( c = 0.9 \) is a constant in this paper.
3. The prior for the layer of a region \( p(l_R) \) is assumed to be uniform, and the prior for the address variable is also uniform.

In this paper, we adopt a mixture of Gaussians for generative region model,

\[
J(x, y) = \prod_{v \in R} \left[ \sum_{i=1}^{m} (\alpha_i G(I_v - \mu_i; \Sigma_i)) \right]. \tag{9}
\]

The image likelihood \( p(I|X, Y) \) is defined as:

\[
p(I|X, Y) \propto \exp\left\{ -\sum_{i=1}^{K} \sum_{(x,y) \in D_i} |I(x, y) - J(x, y)| - \sum_{i=1}^{K} \sum_{m=1}^{N} T(m, n) \right\} \tag{10}
\]

where \( K \) is the total number of layer, \( D_i \) is the domain of region in the layer \( i \), \( I(x, y) \) is color value in RGB space for any \( (x, y) \in \Lambda \). \( N \) is the total number of open bonds, \( T(m, n) \) denote the link energy of terminator \( m \) and terminator \( n \) when the edge between the two terminators are 'on'.

3 Inference

The presented inference algorithm is based on Swendsen-Wang Cut algorithm \([31, 23]\) which generalized a well accepted cluster sampling algorithm for solving graph partition problem. Generally speaking, there are three steps in performing a SWC algorithm: (1) initialization of an adjacency graph by computing local discriminative probabilities for each edge based on image data and the prior; (2) graph clustering under a given partition by removing all edges between vertices of different labels, probabilistically turning on/off of each of the remaining edges according to its weight; (3) graph flipping of the label for a selected connected component with a probability driven by the posterior. Details of the SWC algorithm are referred to reference \([34]\). In the following, how to design the discriminative probabilities as weights of edges is given firstly, then we describe the inference algorithm for 2.1D sketch.

3.1 Discriminative Probabilities on Edges

After being broken from T-junctions, terminators or open bonds need to find a match by testing the compatibilities on different cues such as appearance (eg. profile matching), geometric properties (eg. smoothness), etc. These cues define the discriminative probabilities as the weights of edges in the graph. By sampling these probabilities, we can get new configurations of the graph.

Given an adjacency graph, for each open bond of each atomic region (vertex in initial graph), we extract a patch from the terminator and compute a 3D histogram with 15-bin in each dimension then normalize the histogram. For each edge \( e = <v_i, v_j> \), we assign a binary random variable \( \mu_e \in \{on, off\} \) and define the discriminative probability on edge as following:

\[
q_e = p(\mu) e^{-E_{\text{terminator}}} \tag{11}
\]
\[ E_{\text{terminator}} = \alpha_0 E_{\text{profile}} + \alpha_1 E_{\text{elastica}} \quad (12) \]

Where \( \alpha_0 \) and \( \alpha_1 \) are constant, they will be adjusted in experiments.

\[ E_{\text{profile}} = (KL(p_i||p_j) + KL(p_j||p_i))/2 \quad (13) \]

\[ E_{\text{elastica}} = \int_{\Gamma} (\nu + \alpha k^2) ds \quad (14) \]

Where \( \nu \) and \( \alpha \) are constant, \( \Gamma \) is the boundary. By minimizing the energy, the Elastica function considered the orientation consistency as well as the shortest pathway.

### 3.2 Algorithm

We summarize the presented algorithm in the following table.

<table>
<thead>
<tr>
<th>Bayesian Inference for 2.1D Sketch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input an image and set the parameters ((\alpha_0, \alpha_1, \nu, \alpha, \text{sweep number and temperature value for anneal simulating})):</td>
</tr>
<tr>
<td>1. Computing primal sketch for input image and interactively completing the sketches into close contour to get atomic regions</td>
</tr>
<tr>
<td>2. T-junctions detection and obtaining the open bond for each atomic region.</td>
</tr>
<tr>
<td>3. Initialization of adjacency graph.</td>
</tr>
<tr>
<td>4. Computing the discriminative probabilities on edges.</td>
</tr>
<tr>
<td>5. Select a region and select a layer(label) to it as in SWC algorithm;</td>
</tr>
<tr>
<td>6. Sample the open bonds according to the edge probabilities in each layer;</td>
</tr>
<tr>
<td>7. Connect terminators with curves according to open bonds' link status and generate new regions if some terminators and line segments can be combined into contours;</td>
</tr>
</tbody>
</table>

Repeat 5-7 within given sweep number and at the same time reduce the temperature every several steps.

At each step, the acceptance probability is:

\[ \alpha(A \rightarrow B) = \arg \min \left\{ 1, \frac{q(B \rightarrow A) \cdot p(B)}{q(A \rightarrow B) \cdot p(A)} \right\} \quad (15) \]

Where \( A \) and \( B \) are the two different states in node flipping process. \( q(B \rightarrow A) \) is the posterior probability from state \( B \) to state \( A \) and \( q(A \rightarrow B) \) is from \( A \) to \( B \), let \( \pi \) denote state \( A \) or \( B \), then the likelihood is in equation 10.
Fig. 2. Illustration of inferential Computing procedure. Each red node denotes a region, black line segment denotes terminator and the green line segment shows the inferred connection or assignment of address variable. Inference starts from a initial temperature $T = 20$, $(a) \sim (h)$ are the results in different temperatures. After $T = 1$ the result is as in the figure.
the transition probability is:

\[ q(A \rightarrow B) = q(A \rightarrow B)_{\text{layer}} \times q(A \rightarrow B)_{\text{connect}} \]  \hspace{1cm} (16)

and

\[ q(A \rightarrow B)_{\text{layer}} = \frac{p(B \rightarrow A)}{p(A \rightarrow B)} = \frac{n_A + 1}{n_B + 1} \]  \hspace{1cm} (17)

\[ q(\pi) = \exp\left\{ -\sum_{i=1}^{K} \sum_{(x,y) \in A_i} |I(x,y) - J(x,y)| - \sum_{i=1}^{K} \sum_{m=a,n=a}^{N} T(m,n) \right\} \]  \hspace{1cm} (18)

where \( A_i \) is the terminator’s patch domain. All pixels’ profile can get from the primitive’s photometric attributes. \( I(x,y) \) is the profile getting from the primitive dictionary, \( J(x,y) \) is the color value from a color model, here we use gaussian model. \( N \) is the total number of open bonds, \( T(m,n) \) denote the link energy of terminator \( m \) and terminator \( n \) when the edge between the two terminators is ‘on’.

Fig. 3 is an experiments result for the algorithm. The image is divided into 3 layers: the foreground layer, middle layer and background layer. The gaps between terminators are filled by curves which come from minimizing the Elastica function. The area are filled with a kind of color, the initial boundaries condition are from the corresponding primitive patch, the primitives are selected from a primitive dictionary.

\textbf{Fig. 3.} One running example. There are three layers in the original image (a). (b) is atomic regions obtained by completing some sketched into a close contour; (c) shows the T-junction detection results based on the primal sketch. (d) shows the contour completion result after inference and (e) is the final layer representation.
4 Experiments

The presented inference algorithm is tested on a variety of natural images.

As shown in Fig. 3, the boundaries of the plate in the image are occluded by a chopstick and the chopstick is still occluded by another chopstick and the plate and chopstick’s regions can be cut into several atomic regions. The algorithm connects these regions in each layer with some curves cued by the terminator’s boundaries’ information and completed with boundaries’ profile using heat diffusion. The background sketchable also are filled with some curves and the area was completed using colors.

More results are shown in Fig. 4.

Fig. 4. More experiments
5 Discussion

This paper presents a Bayesian inference algorithm for image layer representation with mixed Markov random field. We conducted several experiments to demonstrate the algorithm by satisfactory results. The key contribution of this paper is that it is the first time to formulate the 2.1D sketch using mixed random field and present an inference algorithm to solve region coloring/layering and assignments of open bonds simultaneously.

Acknowledgements

This work is done when the authors are at the Lotus Hill Research Institute. The project is supported by: National 863 project Contact No. 2006AA01Z121, National Science Foundation China Contact No. 60672162, National Science Foundation China Contact No. 60673198, National 863 project contact No. 2006AA01Z339.

References

Dichromatic Reflection Separation from a Single Image

Yun-Chung Chung\textsuperscript{1}, Shyang-Lih Chang\textsuperscript{2}, Shen Cherng\textsuperscript{3}, and Sei-Wang Chen\textsuperscript{1}

\textsuperscript{1} Department of Computer Science and Information Engineering  
National Taiwan Normal University, Taiwan  
\textsuperscript{2} Department of Electronic Engineering, St. John's University, Taiwan  
\textsuperscript{3} Department of Electrical Engineering, Cheng Shiu University, Taiwan  
schen@csie.ntnu.edu.tw

Abstract. A feature-based technique for separating specular and diffuse components of a single image is presented. In the proposed approach, Shafer's dichromatic reflection model is utilized, which assumed a light reflected from a surface point is linearly composed of diffuse and specular reflections. The major idea behind the proposed method is to classify the boundary pixels of the input image to be specular-related or diffuse-related. A fuzzy integral process is proposed to classify boundary pixels based on their local evidences, including specular and diffuse estimation information. Based on the classification result of boundary pixels, an integration method is evoked to reconstruct the specular and diffuse components of the input image, respectively. Unlike previous researches, the proposed method has no color segmentation and iterative operations. The experimental results have demonstrated that the proposed method can perform dichromatic reflectance separation effectively with small misadjustments and rapid convergence.

Keywords: dichromatic reflection separation, specular and diffuse components, fuzzy integral classification.

1 Introduction

When a light hits a surface of opaque objects, three situations, absorbing, scattering, and reflecting may occur as shown in Fig. 1. The reflected light from the surface is called the reflecting light. Part of light may pierce through the surface. Some of the piercing light is absorbed, and the other returns back to the air after a number of back and forth bouncing between molecules. The latter light is called scattering light. The scattering light together with reflecting light forms the reflection light in this study.

The reflecting of the incoming light is influenced by albedo of the surface, and we denote albedo as $\rho(\theta_i, \theta_o)$, where $\theta_i$ is the angle between incoming light and surface normal, and $\theta_o$ is the angle between reflecting light and surface normal. The reflecting light, $E_R$, can be modeled as $E_R = \rho(\theta_i, \theta_o) E_I$, where $E_I$ is the incoming light. For rough surfaces, the reflecting may uniformly scatter at all possible angle $\theta_o$. But for smooth surfaces, a major reflection direction often appears at a particular angle $\theta_o$ that depends on both the angle of the incoming irradiance $\theta_i$ and the surface normal, which
can be often observed as highlight reflection. For imaging, we call the strong reflection to be the specular reflection, and all the remaining reflection to be the diffuse reflection. Shafer [12] proposed a dichromatic reflection model to describe the combination of the two reflections, which assumes the reflection be linearly composed of the specular and diffuse components.

The specular reflection is often an obstacle to computer vision applications. Specular reflection on a smooth surface generates undesired highlight area and also changes color properties which annoy object recognition processes. Most of computer vision applications assumed perfect diffuse surface and ignored the specular reflection effect. However, specular reflection is inevitable in natural scenes, and the method to separate specular and diffuse reflections is desired. In addition, the separated specular and diffuse reflection images can provide extra information about the types of surface materials and smoothness condition of the observed objects.

Many techniques have been developed to separate specular and diffuse reflections from images. They can be broadly categorized into three classes: multiple images, segmented color surfaces in a single image, and single image using pixel-based analysis. First, in early researches, multiple images were used. Wolff and Boult [4] proposed a polarization-based method to separate reflection components. A set of polarization filters with different polarization angles are utilized to generate several gray images with different polarizing effects. According to the difference among multiple images, highlights are located. Later, Nayar et al. [13] extended their work by integrating color information with polarizing filters. Criminisi et al. [1] uses a collection of images taken under different locations of light sources to create a spatial-temporal EPI plane. EPI-strips are extracted and each individual EPI-strip is analyzed and decomposed it into its specular and diffuse components. Lin and Shum [10] proposed a neutral interface reflection model for separating the diffuse and specular reflection components in color images. From two photometric images, the RGB intensities of the two reflection components are computed for each pixel using a linear model of surface reflectance. Many other researches using multiple images to separate specular and diffuse components are in [11][15][17]. All of them have successful separation results on multiple images; however, using several input images is not applicable under many circumstances.

Later, researchers tried to solve the separation problem using segmented color surfaces in a single image, and analyzed one segmented color surface at a time. To
analyze colors, the dichromatic reflection model is proposed by Shafer [12] and used by Klinker et al. [2] and Bajscy et al. [7] to develop specular and diffuse separation methods. They analyzed the color distribution on the single color object surface, and transformed to their specified color space to separate specular and diffuse pixels based on the color information. One common limitation of these methods is they all required color segmentation beforehand to mark a single color area before performing color analysis. Color segmentation techniques have been applied to help categorizing color regions; however, texture surfaces and complex scenes are very common in real world scenes, and the applications of their methods are quite limited.

Recently, researchers tried to use pixel-based approach to avoid the above limitation of single color surfaces. Tan and et al. [6] successfully use image inpainting technique to remove highlight based on local information of pixels. Unlike traditional inpainting, occluded image regions are directly filled by neighboring pixels. Highlight color analysis and uniform illumination color are utilized to estimate the underlying diffuse color. The experimental results demonstrate their method works well. However, it requires manual interactions to mark highlight regions a priori, and image inpainting methods are iterative in nature. Mallick et al. [14] transformed image pixels to a SUV space where specular pixels have particular grouping areas. They proposed a partial differential equation (PDE) to describe the property, and the PDE iteratively erodes the specular component at each pixel to remove the specularity. For different image types, i.e., textureless and highly textured scenes, a family of PDEs with multi-scale morphological templates are designed. Tan and Ikeuchi [8] proposed a specular-free image in which diffuse colors are not kept to estimate diffuse surface. The specular-free image is utilized to perform iterative operations (include specularity reduction and diffuse verification) to decrease the specularity of pixels to get diffuse values. Their method produced satisfied separation results. However, pixel-based approaches require iterative operations, which consume a lot of time to compute the pixel-wise local information to separate specular and diffuse components.

In this paper, we propose a feature-based approach to separate specular and diffuse components from a single image. Our method utilizes specular and diffuse estimation, and a fuzzy integral classification algorithm to classify the edge pixels. The proposed method does not require a priori color segmentation, and iterative operations of pixel-based approach are not needed, either. The key idea of the proposed method is to classify edges of the input image to be specular-related or diffuse-related, and to use integration method to reconstruct specular and diffuse images. The proposed method performs satisfied separation results in a short time. In addition, we have some comparisons with the recent Tan and Ikeuch’s work [8].

The rest of this paper is organized as follows: we address the separation method in Sec. 2, and the information extraction methods are given in Sec. 3. Next, Sec. 4 is devoted to the boundary classification method using fuzzy integral technique. The performance of the proposed method is demonstrated in Sec. 5. Concluding remarks and future works are finally given in Sec. 6.

2 Reflection Image Decomposition

Figure 2 shows a flowchart for the proposed approach to extracting dichromatic reflection images from a single color image. The approach consists of four major
steps referred to as: boundary generation, information extraction, boundary classification, and reflection image composition, respectively. The major idea behind the proposed method is to classify the boundary pixels of the input image to be specular-related or diffuse-related edge pixels. Based on the classification results, we reconstruct the specular and diffuse components of the input image.

Let \( I = (I', I^r, I^g, I^b) \) denote the input color image, where \( I' \), \( I^r \), \( I^g \), and \( I^b \) are the red, green, and blue components of the input image. From Shafer’s dichromatic reflection model [12], each color component \( I^i \) is modeled as \( I^i = S^i + D^i \), where \( S^i \) and \( D^i \) are the specular and diffuse components of \( I' \), respectively. We call them the dichromatic reflection components of \( I' \). The first three steps of the process of Fig. 2 are applied to each of the color components. In the last step, the final results are composed of the chromatic reflectance components of the three color component, R, G, and B.

![Flowchart for extracting dichromatic reflection images from a single image](image)

**Fig. 2.** Flowchart for extracting dichromatic reflection images from a single image

The decomposition process begins with the boundary generation stage, and the image \( I' \) is convolved with a horizontal derivative filter \( f_h \) and a vertical derivative filter \( f_v \), resulting in two derivative component images \( I'_{h} \) and \( I'_{v} \). In this study, the Prewitt derivative filters are utilized. The boundary map \( B' \) contains horizontal derivative values \( I'_{h} \) and vertical derivative values \( I'_{v} \), i.e., \( B' = (I'_{h}, I'_{v}) \).
Next, highlight characteristics that will provide the criteria for the later classification process are extracted in the information extraction stage. Highlight characteristics are calculated as two maps, the specular estimation map, \( H \), and the diffuse estimation map, \( P \). The specular estimation map reveals the degrees of pixels belonging to highlight areas by calculating the pixel’s intensity and saturation information, and the diffuse estimation map is defined as removing specular effects from the input image by properly shifting each pixel’s intensity and maximum chromaticity nonlinearly. The detail processes of this step are addressed in the Sec. 3. These two maps, \( H \) and \( P \), are used in the next stage for classifying the pixels of derivative components into specular-related or diffuse-related edge pixels. After the diffuse estimation map \( P \) is obtained, the diffuse estimation boundary map \( F \) is generated by convolving with the derivative filters, i.e, \( F = (J_h, J_v) = (f_h * P, f_v * P) \).

In the boundary classification step, the diffuse estimation boundary map \( F \) and the specular estimation map \( H \) calculated in the previous step are utilized to classify the pixels of boundary map \( B \) and the result is the boundary classification map \( G \). The fuzzy integral classification method is employed to classify the pixels of derivative components into specular-related or diffuse-related edge pixels. An additional defect compensation process is utilized to compensate for the classification results on the highlight corona area which may often fail in the classification process due to low edge magnitudes. The detail processes of this step are addressed in the Sec. 4.

Finally, in the reflectance image composition step, an integration [18] process is applied to the derivative components, from which the specular \( S \) and diffuse \( D \) component images are computed. From each convolution equation \( j \), \( f_j * S = S_j \), we design a reverse filter \( f_j^r \) and convolve with each equation as \( f_j^r * f_j * S = f_j^r * S_j \). Summing all the equations over \( j \), we have
\[
\sum_j f_j^r * f_j * S = \sum_j f_j^r * S_j . \tag{1}
\]

Next, let \( g \) be the normalization function, where \( g * (\sum_j f_j^r * f_j) = \delta \), and \( \delta \) is the Kronecker delta function.

The specular and diffuse components can be calculated as
\[
S = g * (\sum_{j=h,v} f_j^r * S_j) , \quad D = g * (\sum_{j=h,v} f_j^r * D_j) . \tag{2}
\]

Note that the \( f_j^r \) is a user-defined reversed function of \( f_j \), and the \( g \) function can be obtained after \( f_j^r \) is defined. Here, the reversed function is defined as \( f_j^r (p) = f_j (-p) \).

After obtaining color components, \( S \) and \( D \), the dichromatic reflection images, \( S \) and \( D \), of the input image \( I \) are directly composed by \( S \) and \( D \) as \( S = (S^r, S^g, S^b) \) and \( D = (D^r, D^g, D^b) \).

3 Information Extraction

In this section, we address how to calculate the specular estimation map, \( H \), and the diffuse estimation map, \( P \), for each image pixel. To this end, we temporarily treat pixels as edge pixels when calculating their characteristic values.
3.1 Specular Estimation Map

The specular estimation map, $H$, reveals the degree of a pixel belonging to the highlight area based on the pixel’s intensity and saturation information. First, consider a pixel $p(x, y) \in \text{image } I$, define an achromatic map as $A(x, y) = \text{true}$, while the color $r = g = b$. Otherwise, $A(x, y) = \text{false}$. From the definition, $A = \text{true}$ represents the $R$, $G$, $B$ values of pixel $p$ are very close, which means it is an achromatic pixel; otherwise it is a chromatic pixel. Next, consider only chromatic pixels based on the work of Lehmann and Palm [16], we design the specular estimation map $H$ while $A(x, y) = \text{false}$, let $H(x, y) = (e_I(x, y), e_S(x, y))$, and

$$e_I(x, y) = \frac{1}{I_{\text{max}}} \sum_{i=r,g,b} I_i^i(x, y), \quad \text{and}$$

$$e_S(x, y) = 1 - \frac{1}{S_{\text{max}}} + \frac{3 \min_{i=r,g,b} (I_i^i(x, y))}{S_{\text{max}}} \sum_{i=r,g,b} I_i^i(x, y),$$

where the maximum intensity and saturation in the whole image are normalization terms and denoted as

$$I_{\text{max}} = \max_{x,y} \sum_{i=r,g,b} I_i^i(x, y), \quad \text{and} \quad S_{\text{max}} = 1 - 3 \max_{x,y} \left\{ \min_{i=r,g,b} (I_i^i(x, y)) / \sum_{i=r,g,b} I_i^i(x, y) \right\},$$

respectively.

![Specular estimation map](image)

**Fig. 3.** Specular estimation map, (a) a sample image, (b) $e_I$ map, (c) $e_S$ map

In Eq. (3), $e_I(x, y)$ is designed to show the ratio of the intensity of pixel $p(x, y)$ to the maximum intensity in the whole image. The larger value $e_I$ the pixels have, the more they belong to specular component in terms of intensity; i.e., more bright the pixel is, the degree of it belonging to specular is higher. An example of $e_I$ map (normalized) of input image Fig. 3(a) is shown in Fig. 3(b).

In Eq. (4), $e_S(x, y)$ is designed to show the degree of the saturation of pixel $p(x, y)$ to the maximum saturation in the whole image. From the definition of saturation, let

$$S(x, y) = 1 - \min_{i=r,g,b} (I_i^i(x, y))/ \sum_{i=r,g,b} I_i^i(x, y) / 3 \right].$$

Since specular areas are tend to be unsaturated, i.e. the smaller S, we define
\[ S_{\text{max}} - S(x, y) = S_{\text{max}} - 1 + \frac{\min (I'(x, y))}{\sum_{i=r,g,b} I'(x, y)/3} > 0, \] (5)

and the larger value the pixels have, the more they belong to specular component in terms of saturation. Normalize Eq. (5) with \( S_{\text{max}} \), we can obtain Eq. (4). An example of \( e_S \) map of input image Fig. 3(a) is shown in Fig. 3(c).

With \( e_i \) and \( e_s \), the specular estimation map \( H \) describes the degree of the pixels which belong to diffuse or specular components. For achromatic pixels, i.e., \( \forall p(x, y), A(x, y) = \text{true} \), we just let \( H(x, y) = (\text{NULL}, \text{NULL}) \).

### 3.2 Diffuse Estimation Map

The diffuse estimation map removes specular effects from the input image by properly shifting each pixel’s intensity and maximum chromaticity nonlinearly. Namely, the diffuse estimation image is the image with specular components removed from the input image, and keeps the diffuse components only. However, the surface color is not kept in the diffuse estimation image since the color of the original diffuse components is unknown and assigned randomly, and the color is changed nonlinearly. This technique is modified from [8], where it was named as specular-free image.

Refer to Fig. 4, the diffuse estimation map generation process requires the achromatic map, \( A \), and specular estimation map, \( H \), calculated from the previous

---

**Fig. 4. Flowchart for diffuse estimation map, \( P^i \), generation**
The diffuse estimation map generation process will be addressed following the flowchart shown in Fig. 4. First, we calculate the chromaticity map, $C^i$, which considers only chromatic pixels ($A = \text{false}$) and it is defined as

$$C^i = \frac{I^i}{\sum_{i=r,g,b} I^i}. \quad (6)$$

Note that the chromaticity map, $C^i$, is also known as the normalized RGB model, and Fig. 5(a) shows an example of the chromaticity map of the input image of Fig. 3(a). The chromaticity map reveals the degree of chromaticity of each pixel.

Next, we calculate the environmental illumination chromaticity estimation, $\Gamma_i^{\text{est}}$. We will use it later to remove the environmental illumination from the image chromaticity. To calculate $\Gamma_i^{\text{est}}$, first, the pixels of high magnitudes of the specular estimation map $H$ are transformed to the inverse-intensity chromaticity space [9]. In this space, the correlation between image chromaticity and illumination chromaticity becomes linear. Based on the linear correlation relationship, Hough transform and histogram analysis are utilized to estimate $\Gamma_i^{\text{est}}$.

The normalized chromaticity map, $N^i$, is then defined as

$$N^i = C^i / \Gamma_i^{\text{est}}, \quad (7)$$

which removes environmental illumination chromaticity effect. Fig. 5(b) shows an example of the normalized chromaticity map of the chromaticity map of Fig. 5(a).

Subsequently, the maximum chromaticity map can be calculated from the following equation

$$M = \max_{i=r,g,b} N^i, \quad (8)$$

which represents the maximum chromaticity of a pixel’s chromaticity among its $r$, $g$, $b$ channels. Fig. 5(c) shows an example of the maximum chromaticity map of the normalized chromaticity map of Fig. 5(b).

To remove the specular effects and obtain the diffuse estimation map, $P^i$, we consider the maximum chromaticity-intensity space as shown in Fig. 6. The maximum intensity, $I_M$, is defined as

$$I_M = \max_{i=r,g,b} \frac{I^i}{\Gamma_i^{\text{est}}}. \quad (9)$$

For pixels of a single color surface including highlight area, a sample distribution on the maximum chromaticity-intensity space is as shown in Fig. 6. The upper curve (denoted as red) represents the highlight area, where the maximum chromaticity is reduced but the maximum intensity is increased. The vertical curve (denoted as orange) represents the remaining area without highlight, where the maximum chromaticity remains constant and the maximum intensity varies according to lighting intensity.
Fig. 5. The processes to calculate the diffuse estimation image of Fig. 3(a), (a) chromaticity map, $C'$, (b) normalized chromaticity map, $N'$, (c) maximum chromaticity map, $M$, and (d) diffuse estimation map, $P'$ with given $D_a = 0.5$

See Fig. 6, to remove the specular effect means to correct the highlight curve to be vertical non-highlight value, in this example, we can simply move the highlight pixels horizontally to the constant maximum chromaticity to eliminate the highlight effect.

Fig. 6. A sample distribution of pixels of a single color surface (including highlight area) on the maximum chromaticity-intensity space

However, in real world scenes, multiple-color objects do not have a simple pattern like the example, i.e., there is no constant maximum chromaticity for all colors. Here, we can assign a pseudo constant diffuse maximum chromaticity, $D_a (1/3 \leq D_a \leq 1)$,
and move all the pixels horizontally to $D_a$. The highlight effect will be removed, but the surface colors are not preserved, and the adjusted image is called the diffuse estimation map, $P^i$. Note that given different $D_a$ values, different surface colors will show on the diffuse estimation image. Fig. 5(d) shows an example of the diffuse estimation image of the input image of Fig. 3(a) as $D_a = 0.5$.

4 Boundary Classification

Refer to Fig. 2, in this step, the diffuse estimation boundary map $F^i$ and the specular estimation map $H$ calculated in the previous steps are utilized to classify the pixels of boundary map $B^i$, and the result is the boundary classification map $G^i$. The fuzzy integral classification method is employed to classify the pixels of derivative components into specular-related or diffuse-related edge pixels. In addition, the Defect compensation process is utilized to verify the classification results on the highlight corona area which may often fail in the classification process due to low edge magnitudes.

4.1 Fuzzy Integral

Fuzzy integral [3] is a nonlinear numeric approach for integrating multiple sources of uncertain information or evidence to attain a value, which expresses the degree of confidence in a particular hypothesis or decision. Let $h: X \rightarrow [0, 1]$ be a function defined on a set $X$ and $g: P(X) \rightarrow [0, 1]$ be a set function defined over the power set of $X$. The fuzzy integral [3] of function $h(\cdot)$ with respect to function $g(\cdot)$ is defined as

$$e = \int_X h(x) \cdot g = \sup_{\alpha \in [0,1]} \{\alpha \wedge g(A_\alpha)\},$$

where $\wedge$ denotes the fuzzy intersection, and $A_\alpha = \{x \in X \mid h(x) \geq \alpha\}$. The fuzzy integral is in a sense a generalized version of probabilistic expectation. Accordingly, function $g(\cdot)$ corresponds to a probability measure and $\alpha$ to its probability of occurrence. The operators “sup” and “$\wedge$” in the equation correspond to the operations of integration and multiplication, respectively, in the definition of probabilistic expectation.

In applications of decision making based on multiple sources of information, set $X$ collects sources of information. Function $h(\cdot)$, called confidence function, after receiving an information source gives rise to a value indicating the degree of confidence of the source in a particular hypothesis or decision. Function $g(\cdot)$, called fuzzy measure function, taking as the input a subset of information sources gives a value indicating the relative degree of importance of the set of sources to the other sources. If $g(\cdot)$ has a singlet $\{x\}$ (i.e., a set contains one and only one element) as its input, $g(\{x\})$ is called the fuzzy density of element $x$. Let $s(\cdot)$ denote the fuzzy density function defined as $s(x) = g(\{x\})$.

In practice, fuzzy densities of information sources are readily evaluated. Fuzzy measures of subsets of information sources are derived from the fuzzy densities. Sugeno [5] provided a computational framework for calculating fuzzy measures from
fuzzy densities. Let \( A \) and \( B \) be two disjoint subsets of \( X \). The Sugeno measure function, denoted by \( g_\lambda(\cdot) \), is given by
\[
g_\lambda(A \cup B) = g_\lambda(A) + g_\lambda(B) + \lambda g_\lambda(A) g_\lambda(B), \tag{11}
\]
with boundary conditions \( g_\lambda(\phi) = 0 \) and \( g_\lambda(X) = 1 \). For any subset \( S \) of \( X \), the fuzzy measure of \( S \) can be computed by recursively invoking Eq. (11),
\[
g_\lambda(S) = (\prod_{x_i \in S} (1 + \lambda s(x_i))) / \lambda. \tag{12}
\]
This equation together with the boundary conditions constrain \( \lambda \) to satisfy the relationship function as
\[
\lambda + 1 = \prod_{x_i \in X} (1 + \lambda s(x_i)). \tag{13}
\]
Referring to Eq. (10), there will be \( 2^{|X|} \) subsets of \( X \) needed to perform the fuzzy integral. Eq. (10) can be simplified by presorting the information sources in \( X \). Let \( X' = \{x'_1, x'_2, \ldots, x'_{|X|}\} \) be the sorted version of \( X \), in which \( h(x'_1) \geq h(x'_2) \geq \cdots \geq h(x'_{|X|}) \). Eq. (10) can then be rewritten as
\[
e = \int_X h(x) \cdot g = \sup_{\alpha \in [0,1]} \{ \alpha \wedge g(A_\alpha) \} = \vee_{1 \leq i \leq |X|} \left[ h(x'_i) \wedge g(X'_i) \right], \tag{14}
\]
where \( X' = \{x'_1, x'_2, \ldots, x'_{|X|}\} \). The above equation greatly reduces the number of subsets required to perform the fuzzy integral from \( 2^{|X|} \) (by Eq. (10)) to only \( |X| \).

4.2 Fuzzy Decision

We now address how to integrate available information to arrive at a concordant decision using fuzzy integral technique. Since the goal of the fuzzy integral classification algorithm is to categorize an edge pixel as being specular-related or reflection-related, the decision hypotheses are assigned as two classes as \( C = \{c_1, c_2\} \). Let \( c_1 = 1 \) and \( c_2 = 0 \) represent diffuse and specular edge classes, respectively.

In addition, for each decision hypothesis \( c_j \), we have the decision value set \( V_j = \{v_1, v_2, v_3\} \). The decision value \( v_1 \) is the ratio between the original boundary map \( B_i \) and the diffuse estimation boundary map \( F_i \), which is defined as
\[
v_1(x, y) = \frac{1}{3} \sum_{i=R,G,B} \left( \sum_{j=h,v} J'_j(x, y) / \sum_{j=h,v} I'_j(x, y) \right), \tag{15}
\]
where \( J'_j \in F_i \), and \( I'_j \in B_i \). When the considered boundary pixel has lower diffuse estimation to original boundary value, the chance of the boundary pixel belonging to specular-related category should be lower, and the \( v_1 \) value will be also lower.

The decision values \( v_2, v_3 \) are designed to describe the neighborhood support from intensity and saturation information, respectively, which are given by
\[ v_2(x, y) = 1 - \frac{1}{n_I} \sum_{p \in n(x, y)} e_I(p), \quad \text{and} \]
\[ v_3(x, y) = 1 - \frac{1}{n_S} \sum_{p \in n(x, y)} e_S(p), \]

where \( n(x, y) \) is the non-boundary neighbor pixels of \((x, y)\), and \( \{e_I, e_S\} \in H \). For non-boundary neighbor pixel \( p \in n(x, y) \), the edge magnitude of \( p \) satisfies
\[ \sum_{i=R,G,B} I^i_h(p) < \xi_h \quad \text{and} \quad \sum_{i=R,G,B} I^i_v(p) < \xi_v, \]
where \( \xi_h \) and \( \xi_v \) are small constants, and \( I^i_j \in B \). Only nearby pixels within a pre-defined distance are considered, and \( n_I \) and \( n_S \) are the normalization terms which denote the numbers of non-boundary neighbor pixels of \( v_2 \), \( v_3 \), respectively.

The degree of confidence of source \( x_i \) on hypothesis \( c_j \) is defined based on the distance between the decision values and the hypothesis value as
\[ h^j_i(y^j_i, c_j) = e^{-\beta|y^j_i - c_j|}, \]

where \( \beta \) is a constant and \( 0 \leq \beta \leq 1 \).

Sugeno’s method is employed to obtain the fuzzy integral results. Sugeno’s measure function \( g(.) \) in Eq. (11) can be solve by Sugeno boundary conditions constrain \( \lambda \) in Eq. (13), which can be solved by
\[ \lambda + 1 = (1 + \lambda s_1)(1 + \lambda s_2)(1 + \lambda s_3). \]

Simplify Eq. (19), we obtain a quadratic equation in \( \lambda \) as
\[ s_1 s_2 s_3 \lambda^2 + (s_1 s_2 + s_1 s_3 + s_2 s_3) \lambda + (s_1 + s_2 + s_3 - 1) = 0. \]

With calculated \( g(.) \) and \( h(.) \), the fuzzy integral results can be obtained by Eq. (14). Let \( G^i \) be the classification map, which contains the fuzzy integral classification results of all pixels. For a pixel \( p(x, y) \), the value \( G^i(x, y) = \text{true} \) represents \( p \) is classified as a specular-related pixel, \( G^i(x, y) = \text{false} \) represents \( p \) is classified as a diffuse-related pixel, and \( G^i(x, y) = \text{NULL} \) means \( p \) is not yet classified which will be determined in the next step.

### 4.3 Defect Compensation

In the previous step, some edge pixels may not be classified due to low magnitude of edge values, especially the corona area around specular highlights. For these pixels, we introduce the defect compensation process which incrementally determines their edge types through progressive propagations of local evidence with predefined morphological operators.

Consider the specular-related pixels of the classification map \( G^i \) obtained in the previous step, denote as \( G^i_S \). First, we apply the binary morphological dilation operation on the specular-related pixels map \( G^i_S \) with a pre-defined small operator.
This operation extends the areas of specular-related pixels to their surrounding areas, which are the potential low magnitude corona areas, and we call the extended areas as the corona area candidate map, $X'$.  

Next, we examine each pixel belongs to the corona area candidate map but not contains in the specular-related pixels map, i.e. $\forall p \in X'$ and $p \notin G^S$. If $B'(p) < \xi_b$, we add $p$ into $G^S$, (i.e., let $p \in G^S$), where $\xi_b$ is a small constant. On the other hand, if $B'(p) > \xi_b$, which means $p$ is not possible a corona pixel, and it will be skipped. After checking all the candidate pixels in one iteration, we will go back to repeat the operations for certain times within a small exploring radius to make sure all the corona pixels are included in $G^S$.

Based on the compensated resultant classification map $G^i$, we generate specular-related $S^i_d = (S^i_h, S^i_v)$ and diffuse-related $D^i_d = (D^i_h, D^i_v)$ derivative component images from derivative component images $I^i_h$ and $I^i_v$ as

$$S^i_d = (S^i_h, S^i_v) = \{ B'(x, y) | G^i(x, y) = true \}, \text{ and}$$

$$D^i_d = (D^i_h, D^i_v) = \{ B'(x, y) | G^i(x, y) = false \},$$

and we call $S^i_h, S^i_v, D^i_h, \text{ and } D^i_v$ the dichromatic reflection derivative component images.

### 5 Experimental Results

Both synthetic and real images are tested in our experiments. Each input image is an RGB color image of size $320 \times 240$ pixels. The output results include a specular image and a diffuse image extracted from the input image. The source code was written in C++ run on a 2.4 GHz Pentium4 based PC with 512MB RAM. The program takes about two seconds to decompose an input image into its specular and diffuse images.

Figure 7 shows a synthetic teapot image with highlight reflection on it; Fig. 7(a) is the input image, and Fig. 7(b) illustrates the classification result of specular-related pixels. We present the specular-related pixels using their original pixel values in Fig. 7(a), and for diffuse-related pixels, we denote them as black pixels. Note that there are some black pixels in the middle center of the specular highlight reflection area, which are fully saturated pixels (the intensity of red, green and blue are all at maximum value, i.e. 255), and they will be treated as achromatic pixels in $A$. For these pixels, we recover them as specular-related pixels in the defect compensation process, and the result is shown in Fig. 7(c). Finally, the dichromatic reflection separation results are shown in Fig. 7(d) as the specular image, and Fig. 7(e) as the diffuse image. Note that on the diffuse image Fig. 7(e), we observe discontinuous intensities on the teapot body, and it is because that the removal of highlight area in Fig. 7(d) on the teapot body makes the surface reflection information is also removed, and compared with the specular reflection, the diffuse reflection can be neglected. In addition, for better visually effect, we can propagate the surrounding pixel values to specular area to compensate the discontinuing.
Fig. 7. Dichromatic reflection separation result (synthetic image), (a) input image, (b) fuzzy integral result, (c) defect compensation result, (d) specular image, and (e) diffuse image

Fig. 8. Dichromatic reflection separation results (synthetic images), (a, d) input images, (b, e) specular images, and (c, f) diffuse images

Next, we test the reflection separation algorithm on two more different types of material objects. Fig. 8(a, d) are the input images, where Fig. 8(a) is mental surface, and Fig. 8(d) is plastic billiards. The separation results are shown in Fig. 8(b, e) and
Fig. 8(c, f), which are the specular images and the diffuse images, respectively. In addition, in Fig. 8, some real image examples are illustrated. Fig. 9(a, d) are the input images, and the separation results are shown in Fig. 9(b, e) and Fig. 9(c, f), which are the specular images and the diffuse images, respectively. The separation results demonstrate that our algorithm can effectively separate the input images into specular and diffuse images.

![Images of grapes](image1.png)  ![Specular Image](image2.png)  ![Diffuse Image](image3.png)  
(a)  (b)  (c)

![Specular Image](image4.png)  ![Diffuse Image](image5.png)  
(d)  (e)  (f)

**Fig. 9.** Dichromatic reflection separation results (real images), (a, d) input images, (b, e) specular images, and (c, f) diffuse images

To compare our method with Tan and Ikeuchi’s [8], see a plastic doll example image in Fig. 10. Fig. 10 (a) is the input image, Fig. 10 (b) is our specular image, and Fig. 10 (c) is the specular image obtained by Tan and Ikeuchi [8]. In addition, Fig. 10 (d) is our diffuse image, and Fig. 10 (e) is the diffuse image obtained by Tan and Ikeuchi [8]. To illustrate the comparison, we zoom in some part of the images. Fig. 10 (f) is a partially zoomed input image, Fig. 10 (g) is partially zoomed on our diffuse image, and Fig. 10 (h) is partially zoomed diffuse image of [8]. From the zoomed images, compare the original image Fig. 10 (f) and the result of our methods in Fig. 10 (g), Fig. 10 (g) preserves most details of the input image, while Fig. 10 (h) from [8] smoothes the image by iteratively pixel modification operations. In addition, our method has visually the same good separation results but a much faster speed since the computation time of pixel-base approach reported in [8] is several minutes, while we only require about two seconds.
Fig. 10. Dichromatic reflection separation results, (a) input image, (b) the proposed specular image, and (c) specular image of Tan and Ikeuchi’s [8], (d) the proposed diffuse image, and (e) diffuse image of [8], (f) partially zoomed input image, (g) partially zoomed diffuse image of Fig. 10 (d), (h) partially zoomed diffuse image [8] of Fig. 10 (e)

6 Concluding Remarks and Future Works

In this paper, we present a novel and fast feature-based approach to separate the specular and diffuse images from a single image. The major idea of the proposed method is to classify the boundary edge of the input image to be specular-related or diffuse-related components, and then using the integration method to decompose the specular and diffuse images. Shafer’s dichromatic reflection model is utilized and local information (specular estimation and diffuse estimation maps) are integrated with a fuzzy integral classification algorithm. Compared with previous researches, the proposed method does not require color segmentation and also avoid iterative operations of pixel-based approaches. The experimental results demonstrate that the proposed method performs satisfied separation results in a short time.

The separation results are based on the classification results of the boundary pixels, and currently specular estimation and diffuse estimation information are employed to be the cues to classify the boundary pixels. Additional information can be developed to robust the classification process, such as shape information. We will continue to study related information to improve the results.
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Abstract. Restoration and segmentation in corrupted text images are very important processing steps in digital image processing and several different methods were proposed in the open literature. In this paper, the restoration and segmentation problem in corrupted color text images are addressed by tensor voting and statistical method. In the proposed approach, we assume to have corruptions in text images. Our approach consists of two steps. The first one uses the tensor voting algorithm. It encodes every data point as a particle which sends out a vector field. This can be used to decompose the pointness, edgeness and surfaceness of the data points. And then noises in a corrupted region are removed and restored by generalized adaptive vector sigma filters iteratively. In the second step, density mode detection and segmentation using statistical method based on Gaussian mixture model are performed in values according to hue and intensity components in the image. The experimental results show that proposed approach is efficient and robust in terms of restoration and segmentation corrupted text images.

Keywords: corrupted image restoration, segmentation, tensor field, voting.

1 Introduction

Due to fast growing of the mobile systems, there is an increased demand for high performance and robust image processing in natural scene images. More and more mobile imaging systems, such as camera phone, PDA and digital camera, incorporate several image processing algorithms. In general, the images obtained by a digital camera are used for various purposes such as sending multimedia message, storage, printing, vision system for recognition and authentication, etc. And the images are including various signs. Especially, text information in natural scene images is useful it can convey important information even though it is simple. In this paper, we so consider the text images with corruption regions by noises such as graffito, streaks cracks, etc. Therefore, noise suppression or noise removal is an important task in previous processing for pattern recognition or computer vision from corrupted natural scene images. In general, the results of the noise removal have a strong influence on the quality of the following
image processing techniques. Several techniques for noise removal are well established in image processing. However, it is not easy to adapt these techniques to damaged images from noises such as streaks, graffito, and surface corrosion.

In this paper, we show the analysis method of features like surface elements from a corrupted image. We propose a restoration method that uses the tensor voting as the first step to remove and restore the corrupted regions in an input image. In the second step, we perform a segmentation based on statistical method with mode values detected by mean shift theory to evaluate the result of restored images. The tensor voting can not only be used for handling 2D or 3D data but also to process motion fields or stereo data. In most cases the input data is of small scale in contrast to corrupted text image data and the output is only used for visualization in pixel or voxel representation. We have a look on the tensor voting in Section III. And then we show how the output of the tensor voting can analyze input data in 3D. Fig. 1 below shows the overall framework of our proposed method for text segmentation in corrupted text image from natural scene images.

**Fig. 1.** The overall framework of proposed method to restore and segment in corrupted text images

### 2 Related Work

In general, segmentation refers to the low-level tasks of partitioning a corrupted image into disjointed and homogeneous regions which should be meaningful for a given
application; this operation is usually preliminary to higher-level tasks such as object recognition, classification, and semantic interpretation.

Diverse approaches for common image segmentation have been investigated for a long time. Some segmentation algorithms only deal with gray scale images or RGB color space [1][2]. In general, the segmentation is sensitive to illumination, so results are somewhat poor. Image segmentation in the HSI color space, as proposed by C. Zhang and P. Wang, produces better results [3]. HSI space is therefore preferred in natural scenes and easily influenced by illuminations [4][5]. In general, natural scene images have diverse objects and, among them, texts are important objects since they convey important meanings for image understanding. The fact has inspired many efforts on text recognition in static images, as well as video sequences [6][7][8]. In [9], Qixiang Ye et al. use Gaussian mixture models (GMMs) in HSI color space with spatial connectivity information to segment characters from a complex background. They do not explicitly take into account the fact that characters in natural scenes can be severely corrupted by noises. In such cases, characters may not be segmented as separated objects due to the corruption of strokes which may cause errors when used as input in optical character recognition (OCR), as mentioned in the future work in [10]. Therefore, we propose feature analysis of chromatic or achromatic components based on tensor voting and text segmentation using separated clustering algorithm.

In this paper, the tensor voting based on vector sigma filter is used to detect or remove noises automatically. Tensor voting was proposed by Medioni et al. in [11][12], and has been applied to diverse research fields such as the inference of object boundaries: as a consequence, its use can explain the presence of noises based on surface saliency in the image feature space. This noise can be then removed by a vector sigma filter. The improved image is then segmented by a separated clustering algorithm. Clustering requires parameters such as the number or centroid of modes, which are generally not known as a priori. We use adaptive mean shift for automatic mode detection and use these modes as seed values for GMM. Text images are finally segmented as uniform objects.

3 Tensor Voting

Tensor voting is a unified computational framework developed by Guy and Medioni for inferring multiple salient structures from spare noisy data in 2-D or 3-D space [11][12]. The goal of the tensor voting is to extract the structure inherently given in the input data. The results of the tensor voting process are three continuous vector fields, represented by discrete grid points. The scalar a parts of these fields represent the likelihood of the location in space to be a point, part of a curve, a surface. The vector part represents the orientation of the occurrence. These three fields can be searched through to find maxima which represents the most likely location of a wanted feature.

3.1 Tensor Field in Physical Analogy

A tensor field is a very general concept of variable geometric quantity. It is used in differential geometry and the theory of manifolds, in algebraic geometry, in general
relativity, in the analysis of stress and strain in materials, and in numerous applications in the physical sciences and engineering. It is a generalization of the idea of vector field, which can be considered as a vector that varies from point to point.

3.2 Tensor Encoding

The above mentioned field is a tensor field that means each point in space has an associated tensor. In our case this tensor is a second order symmetrical tensor in 3D. If we can formulate the tensor field like in (1), and it is encoded as a rotated 3D ellipsoid. We can describe the geometrical meaning of (1). The normalized vectors \((\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3)\) are the main axes of the ellipsoid. They build a local right-handed coordinate system.

\[
T = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & \lambda_2 & 0 \\
0 & 0 & \lambda_3 
\end{bmatrix}
\begin{bmatrix}
\mathbf{e}_1^T \\
\mathbf{e}_2^T \\
\mathbf{e}_3^T 
\end{bmatrix}
\]

(1)

Rearranging the eigensystem, the ellipsoid is given by

\[
T = \lambda_1 \mathbf{e}_1 \mathbf{e}_1^T + \lambda_2 \mathbf{e}_2 \mathbf{e}_2^T + \lambda_3 \mathbf{e}_3 \mathbf{e}_3^T
\]

(2)

where \(S\) defines a stick tensor, \(P\) defines a plate tensor and \(B\) defines a ball tensor:

\[
S = \mathbf{e}_1 \mathbf{e}_1^T, \quad P = \mathbf{e}_2 \mathbf{e}_2^T + \mathbf{e}_3 \mathbf{e}_3^T \quad \text{and} \quad B = \mathbf{e}_3 \mathbf{e}_3^T + \mathbf{e}_2 \mathbf{e}_2^T + \mathbf{e}_1 \mathbf{e}_1^T
\]

This ellipsoid has the dimensions \(\lambda_1\), \(\lambda_2\) and \(\lambda_3\) in the main axis directions. We define that \(\lambda_1 > \lambda_2 > \lambda_3\). For surface inferences, surface saliency is then given by \(\lambda_1 - \lambda_2\), with normal direction estimated as \(\mathbf{e}_1\). Curve saliency is given by \(\lambda_2 - \lambda_1\), with tangent direction estimated as \(\mathbf{e}_3\), and junction saliency of curves estimated by the eigenvalue \(\lambda_1\), which is encoded by the ball tensor.

3.3 Voting Communication

Every initial location sends out a tensor field and propagates it into the space in a certain neighborhood. Every other location in this neighborhood is then influenced by this field. To calculate the total influence on a certain location we simply have to summarize the tensor fields of all neighbors in a given radius. Therefore we have to look how the tensor field propagates in tensor voting space. As we have seen above, the tensor field represents three vector fields with different meanings. Thus these vector fields behave differently while propagating, we have to handle each part by itself and assemble them again afterwards (4). The reason why we formulate the three fields in a single tensor is the communication between these fields.

The voting kernel defines the most likely normal by selecting the most likely continuation curve between two points \(O\) and \(P\) in Fig. 2. The length of the normal
vector at P, representing the strength of the vote, is defined by the following equation in spherical coordinates:

\[
DF(s,k,\sigma) = \exp \left( \frac{s^2 + ck^2}{\sigma^2} \right)
\]  

where \(s = (l\theta)/\sin(\theta)\) and \(k = 2\sin(\theta)/l\).

The parameter \(s\) is the arc length \(OP\), \(k\) is the curvature, \(c\) is a constant, and \(\sigma\) is the scale of voting field controlling the size of the voting neighborhood and the strength of votes in Fig. 2.

\[ \begin{align*}
\text{Fig. 2. Second order votes cast by a stick voting field}
\end{align*} \]

We have obtained normal directions at each input site, we can infer a smooth structure that connects the tokens with high feature saliencies in 3D (surface saliency is represented by \(\lambda_2 - \lambda_3\)). Feature extraction for analyzing input data can be achieved by casting votes to all discrete sites by the same voting fields and voting algorithm. Given this dense information, in 3D we analyze true surface points and connect them. We detail feature analysis based on tensor voting for corrupted text images in next section.

4 Noise Removal and Restoration Using Generalized Adaptive Vector Sigma Filters in Tensor Voting

4.1 Image Analysis in Tensor Voting Space

In order to analyze feature vectors in corrupted text images, we used the method proposed in [13]. This method can split color components in RGB space that is independent of illumination. Instead of thresholding on saturation, we derive a chromaticity measure based on the sum of differences of R, G and B components at each pixel (x,y). Therefore, Hue and intensity values are defined in different ranges, and the selected feature vectors are used for analyzing a corrupted image in tensor voting.

A surface saliency map defines surface saliency at every pixel after tensor voting as described in Fig. 3. The map is able to indicate the presence of noise on text as Fig. 3(c) by black regions. The black region can be replaced by applying a generalized adaptive vector sigma filter to the low saliency values.
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![Fig. 3. Saliency image in corrupted text image: (a) corrupted image, (b) Yellow circles indicate corruption regions in tensor voting, (c) Saliency map image with surface saliency](image)

4.2 Region Restoration Using Vector Sigma Filter

In a surface saliency map for an image restoration by tensor voting, low saliency values are primarily considered noises and should be replaced with values of the high surface saliency neighbors by a vector sigma filter. We briefly review a smoothing method for noise removal and restoration using vector sigma filter from corrupted regions of an image. In [14], R. Lukac et al. introduced the vector sigma filter. Let $\psi_\gamma$ be the approximation of the multivariate variance of the vectors contained in a supporting window $W$ with sufficiently large window size $N$ that is the number of pixels in the filter window $W$, given by

$$
\psi_\gamma = \frac{L_{(i)}}{N-1}
$$

where $L_{(i)} = \sum_{j=1}^{N} \| x_{(i)} - x_{j} \|_\gamma$ is the aggregated distance calculated by (5) and associated with the vector median $x_{(i)}$. This approximation represents the mean distance between the vector median and all other saliency values contained in $W$. The division of the smallest aggregated distance $L_{(i)}$ by $N-1$ (number of distances from $x_{(i)}$ to all samples from $W$) ensures that the dispersion measure is independent of the filtering window size. Following the switching concept in [15], the Vector Sigma Filter (VSF) uses the threshold $TH$ defined as follows:

$$
TH = L_{(i)} + \lambda \psi_\gamma = \frac{N-1 + \lambda}{N-1} L_{(i)}
$$

where $L_{(i)}$ is the smallest aggregated Minkowski metric, $\psi_\gamma$ is the approximated variance, and $\lambda$ is the tuning parameter used to adjust the smoothing properties of the VSF. If the threshold $TH$ is compared with the distance measure $L_{(N+1)/2}$, it is possible to derive a simple switching rule for the replacement of noisy pixels [15]:

$$
y_{\text{SVMF}} = \begin{cases} 
  x_{(i)} & \text{for } L_{(N+1)/2} \\
  x_{(N+1)/2} & \text{otherwise}
\end{cases}
$$
where $y_{svm}$ is the VSF output, $L_{(N+1)/2}$ denotes the distance measure of the center pixel $x_{(N+1)/2}$, and $x_{(i)}$ is the VMF output. Algorithm I presents the proposed vector sigma filter.

**Algorithm 1.** Algorithm of the vector sigma filter

Input data: $M \times N$ corrupted image, window size $W$;

for $a=0$ to row size;
    for $b=0$ to column size;
        determine the input set $W(m,n) = \{x_1, x_2, \ldots, x_N\}$;
        for $i=0$ to window size
            for $j=0$ to window size
                compute the distance $f(x_i, x_j)$;
            end
            compute the sum $\zeta_i = f(x_1, x_i) + f(x_2, x_i) + \cdots + f(x_N, x_i)$;
        end
        sort $\zeta_1, \zeta_2, \ldots, \zeta_N$ to the ordered set $\zeta_{(1)} \leq \zeta_{(2)} \leq \cdots \leq \zeta_{(N)}$;
        compute $TH$ by (6)
        IF $\zeta_{(N+1)/2} \geq TH$
            apply the same ordering to $x_1(\zeta_1), x_1(\zeta_2), \ldots, x_N(\zeta_N)$
            store ordering sequence as $x_{(1)} \leq x_{(2)} \leq \cdots \leq x_{(N)}$
            let the filter output $y(a,b) = x_{(i)}$
        ELSE
            let the filter output $y(a,b) = x_{(N+1)/2}$
        end
    end
end

**Algorithm 2.** Noise removal and restoration

STEP1: Compute the surface saliency in the $(w+s) \times (w+v)$ window surrounding the noise pixel: $S(x, y)$, $1 \leq x \leq w + s$, $1 \leq y \leq w + v$

(As an initial value, $W=3$ and $s=v=0$.)

STEP2: The number of high surface saliency pixel in the window:

IF $(S(x, y) \geq TH_2)$ Count = Count + 1;

STEP3: The size change of windows for vector sigma filter in a corrupted region

IF (Count < TH_3) $s=s+2$, $v=v+2$ and GOTO STEP 1

ELSE GOTO STEP 4

STEP4: Enumerate values of pixels corresponding to high surface saliency in the increased window: $H(x, y)$, $1 \leq x \leq w + s$, $1 \leq y \leq w + v$

STEP5: Find a value among the enumerated values and fill a value out of the noise pixels.

If a pixel is judged as noise, values surrounding the pixel in a $W$ subwindow are initially examined to find a high saliency value. If the noise region is broad, the $W$ subwindow may be insufficient to find high surface saliency defined by $TH_2$. The size...
of the subwindow \(((W + s) \times (W + s))\) is therefore increased until the proper number of high surface saliency pixels is detected. The steps below represent the process of this proposed method. Then, one value among the high surface saliency pixels within the final window is selected. However, some noises may remain after a single pass of the tensor voting and vector sigma filter. We therefore repeatedly apply the filter to remove the remaining noises.

### 4.3 Segmentation Using Statistical Method

The number and centroid of modes selected using mean-shift algorithm proposed in [16] are used as seed values in GMM (Gaussian mixture models) based on deterministic annealing EM [17]. GMM method is then applied to values in the improved image to segment the text regions. We performed color image segmentation using deterministic annealing EM proposed in our previous work [17].

### 5 Experimental Results

We have tested our approach on natural scene images, which are corrupted by noise. The images are with the sizes of 256×256. After text region detection to define a region of interest, our approach is performed. In our experiment, text regions are manually detected and the selected regions are segmented using our method.

![Fig. 4](image)

**Fig. 4.** Experimental results: (a) corrupted text image in natural scene images, (b) segmented image by the proposed method
Fig. 5. Examples of experimental results: (a) corrupted text images (1st image: texturized+corruption by pencil tool, 2nd image: mosaic+cutted image, 3rd image: texturized+cutting+added noises), (b) the results by EDISON, (c) the results segmented by EDISON after median filter with optimal subwindow, (d) segmented result by the proposed method
Fig. 4 shows our experimental results. Used images contain some corruptions and confusions on text regions which can typically cause problems when use the text images for image segmentation. The results show that the proposed method considers the corrupted part in complex regions as well as removes noises.

The segmentation results for text images corrupted by Photoshop tools are shown in Fig. 5. To verify the region examination of the texts, we make in Fig 5 several artificial corruptions on the original images. The proposed method is compared with EDISON [16] and median+EDISON. In the experimental results, the background and foreground are regarded as the same region in the segmented result of the proposed method, while the segmentation of the EDISON contains many small regions.

<table>
<thead>
<tr>
<th></th>
<th>Our approach (num. of iterations)</th>
<th>EDISON</th>
<th>Median+EDISON</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st image in Fig. 5(a) (256x256)</td>
<td>8.5 (2 times)</td>
<td>3.0</td>
<td>5.0</td>
</tr>
<tr>
<td>2nd image in Fig. 5(a) (256x256)</td>
<td>12.6 (4 times)</td>
<td>2.5</td>
<td>4.3</td>
</tr>
<tr>
<td>3rd image in Fig. 5(a) (256x256)</td>
<td>14.3 (4 times)</td>
<td>3.4</td>
<td>5.4</td>
</tr>
</tbody>
</table>

6 Conclusions

In this paper, a new approach for a restoration and segmentation has been proposed. The approach takes into account tensor voting based on vector sigma filter and statistical model using GMM based on deterministic annealing EM algorithm. The achieved results show good restoration and segmentation on preservation capabilities in corrupted regions. Especially, the vector sigma filter selects proper values to replace the noise regions, which is presented on corrupted regions. The improved image by tensor voting is segmented by statistical model based on Gaussian mixture models.

In our experiments, the proposed method can remove different kinds of noises well and segment one text as one object. The result can then contribute to improving text recognition rate as well as reducing the complexity of final step like OCR for text recognition.
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Abstract. Moving cast shadow causes serious problem while segmenting and extracting foreground from image sequences, due to the misclassification of moving shadow as foreground. This paper proposes a boosting discriminative model for moving cast shadow detection. Firstly, color invariance subspace and texture invariance subspace are obtained by the color and texture difference between current image and background image; then, boosting is selected based on these subspaces to discriminate cast shadow from moving objects; finally, temporal and spatial coherence of shadow and foreground is employed on Discriminative Random Fields for accurate image segmentation through graph cut. Results show that the proposed method excels classical method both in indoor and outdoor scene.
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1 Introduction

Detection and tracking of moving objects is an important topic in dealing with image sequences. In real world, cast shadow causes serious problem while segmenting and extracting foreground, due to the misclassification of shadow as foreground. The difficulties associated with cast shadow detection arise since shadow and foreground share some same motional features. The performance of effective foreground detection would be seriously degraded due to this problem. A reliable and efficient shadow detection algorithm is required.

1.1 Related Work

Many methods have been proposed for detecting moving cast shadow. Horprasert et al.¹ exploits the Lambertian hypothesis that considering color as a product of irradiance and reflectance and classifies a pixel into four categories according to distortion of the brightness and the chrominance. Mikic et al.² uses a linear transformation to measure color change under changing illumination and each
color channel is approximately multiplied by a single overall multiplicative factor. Cucchiara et al. [3] eliminates shadow in HSV color space because casting shadow does not change significantly its hue and saturation information. Salvador et al. [11] exploits invariant color features in a scene for shadow detection. Photometric color invariants are demonstrated to be invariant to a change in the imaging conditions, such as viewing direction, objects surface orientation and illumination conditions. Elgammal et al. [4] detects shadow through comparing the appearance value of a point in the current image with the corresponding points in background image in normalized rgb color space. Those methods are based on the assumption that shadow does not change the color information of the background covered. However, not all the shadow points are justified that assumption. In addition, some foreground points may have the same color with shadow when comparing with background.

Texture information is also employed for shadow detection in some literatures. Stauder et al. [3] develops an edge detector. Shadow is distinguished from the background discontinuities through heuristic rules. Gradient features are exploited in dynamic conditional random field in Wang et al. [7]. These methods can not work well in some case. For instance, foreground and shadow have the some texture for uniform regions both in moving pixels and background image.

Otherwise, Nadimi et al. [5] uses dichromatic reflection model and accounts for both the sun and the sky illuminations, however some assumption is right only in outdoor. Porikli et al. [6] models shadow using multivariate Gaussians in RGB color space, and it needs training for a long time. Zhao et al. [10] proposes a geometrical approach for shadow detection. Any foreground pixel which lies in the shadow ellipse and whose intensity are lower than that of the corresponding pixel in the background image by a threshold is classified as a shadow pixel. That needs prior knowledge.

1.2 Proposed Methods

Above methods have only exploit some cues, for example, the foreground points which darker than background image but have the some color with the background wills misclassification as shadow. If the foreground region has uniform texture information with the background texture information, error wills appearance.

In order to addressing the problem and achieve robust performance, all these cues need to be exploited simultaneously in a uniform framework for detecting moving cast shadow. This paper proposes a boosting discriminative model to eliminate cast shadow on Discriminative Random Fields (DRFs). The method combines different features for boosting to discriminate cast shadow from moving objects, then temporal and spatial coherence of shadow and foreground are incorporated on Discriminative Random Fields (DRFs); finally, the problem can be solved by graph cut [11][12][13]. The flowchart is shown in Fig. 1. Firstly, moving objects are obtained by background subtraction; secondly, shadow candidates can be derived through pre-processing moving objects, in terms of the shadow physical property; thirdly, color information and texture information is derived
by comparing shadow and foreground points in current image with corresponding points in background image, which are selected as features for boosting; finally, temporal and spatial coherence of shadow and foreground is employed on Discriminative Random Fields and discriminate shadow and foreground by graph cut accurately.

![Flowchart of proposed shadow detection](image)

**Fig. 1.** Flowchart of proposed shadow detection. Firstly, moving objects are obtained by background subtraction; secondly, shadow candidates can be derived through preprocessing moving objects, in terms of the shadow physical property; thirdly, color information and texture information are derived by comparing shadow and foreground points in current image with corresponding points in background image, which are selected as features for boosting; finally, temporal and spatial coherence of shadow and foreground is employed on discriminative random fields for accurate image segmentation and discriminate shadow and foreground by graph cut accurately.

## 2 Shadow Model

We aim to obtain accurate foreground by detecting cast shadow in moving objects which is derived through background subtraction [3]. The shadow candidates from moving objects can be obtained through analyzing the physical properties of shadow in this section.

Shadow is generated due to a relative absence of light. Therefore, their brightness and color will change with the changes in the cast surface. The spectral characteristics of shadow depend on the characteristics of the light that illuminates the shadow compared to the light that would illuminate the same area if there is no obstruction.

According to [12], the appearance of a pixel $I_r$ can be modeled as:

$$I_r = i_r \rho_r$$  \hspace{1cm} (1)$$

where $I_r$ is the image luminance of pixel at the position $r$, $\rho_r$ is the reflectance of the object surface and $i_r$ is the irradiance. Assumes that light source is far from the object, the distance between light source and surface is constant, the
light source emits parallel light rays and the observation point is fixed. In this case, the irradiance \( i_r \) can be approximated as \[15\]:

\[
i_r = \begin{cases} 
C_A + C_p \cos \theta & \text{no shadow} \\
C_A + kC_p \cos \theta & \text{penumbra} \\
C_A & \text{umbra}
\end{cases}
\]

where \( C_A \) and \( C_p \) are the intensity of the ambient light and of the light source, respectively. \( k(0 < k < 1) \) describes the softening due to the penumbra, \( \theta \) is the angle between the directions of light source and object surface normal.

Shadow is due to the occlusion of the light source by an object in the scene, therefore pixels on a detected surface cannot be shadow if they have higher intensity than the actual background. When one pixel is shadow (umbra or penumbra), its irradiance \( i_{\text{shadow}} \) will smaller than it is not a shadow \( i_{\text{noshadow}} \), i.e. \( i_{\text{shadow}} < i_{\text{noshadow}} \). For instance, if a pixel is shadow in RGB color space, then it needs to justify following equations:

\[
R_{\text{shadow}} < R_{\text{background}}, G_{\text{shadow}} < G_{\text{background}}, B_{\text{shadow}} < B_{\text{background}}
\]

where \( R, G, B \) are the values of each component in the RGB color space. This test does not reduce the shadow areas, but can successfully reduce foreground areas, thus reducing the binary mask and computational load. Otherwise, pixels nearing the black vertex of the RGB space may generate unstable invariant features values in presence of noise. As mentioned in \[4\], those pixels are extracted whose RGB values are below the value of 30 (on a range of 256 levels). It is therefore possible to discard these pixels from shadow analysis. The works of \[3\] arrive at the same conclusions.

3 **Discriminative Random Fields for Cast Shadow Detection**

We use the Discriminative Random Fields (DRFs) \[16\] to describe the features and coherence in the shadow and foreground, respectively. Discriminative Random Fields is a discriminative framework for the classification of image regions by incorporating neighborhood interactions in the labels as well as the observed data.

Given an input sequence of images \( I_{1:t} \) represent observed values of images at time \( 1, 2, \ldots, t \) and the corresponding background values are \( B_{1:t} \) which is obtained by background subtraction. Let \( L = \{\text{shadow} = -1, \text{foreground} = 1\} \) be the labels of detected moving objects points. We define the conditional probability of the class label \( L \) given image sequence \( I_{1:t} \) and background sequence \( B_{1:t} \):

\[
p(L_i|I_{1:t},B_{1:t}) = \frac{1}{Z} \exp(\sum_{r \in V} A_r(l_r, I_{1:t}, B_{1:t}) + \sum_{r \in V} \sum_{(r,s) \in N} SM_{rs}(l_r, l_s, I_{1:t}, B_{1:t}))
\]

(4)
Fig. 2. Discriminative Random Fields for cast shadow detection. The upper level is observed data, which includes image $I$ and background $B$, in different feature subspace; the lower level is hidden states, i.e. the label of each pixel. Vertical lines represent the data potentials and the smoothness potentials are represented by the horizontal plane lines.

Where $Z$ is a normalizing constant known as the partition function, $V$ is the sets of shadow candidates obtained from section 2, $N$ is the sets of all adjacent pixel pairs, $-A_r(l_r, I_{1:t}, B_{1:t})$ and $-SM_{rs}(l_r, l_s, I_{1:t}, B_{1:t})$ are the data and smoothness potentials, respectively, and $l_r = \{-1, 1\}$. ($1 : t$ will be omitted for simple writing in following sections). It is shown in figure 2 the data potentials is determined by the observed data in different feature subspace in each pixel and the smoothness potentials is determined by the neighborhoods.

### 3.1 Data Potentials

In DRFs frameworks, $A_r(l_r, I_{1:t}, B_{1:t})$ is modeled using a local discriminative model that outputs the association of the site $r$ with class $l_r$. In this research, the data potentials $A_r(l_r, I_{1:t}, B_{1:t})$ is obtained by boosting to represent the color and texture constancy of shadow. These features and the boosting procedure used to discriminate cast shadow from moving objects are described in section 4 in detail. As mentioned in [10], the local class posterior can be modeled using logical function:

$$p(l_r | I, B) = \frac{1}{1 + \exp(1 + \exp(-\alpha l_r \sum_{m=1}^{M} \lambda_m h_m(I, B)))} \quad (5)$$

where $\alpha$ is the constant which determines the smoothness of probability distribution, $h_m$ is the weak classifier and $\lambda_m$ is the corresponding weight which is determined by boosting in the color and texture feature subspace, respectively.

The data potentials can be written as:

$$A_r(l_r, I, B) = \log(p(l_r | I, B))$$

$$= -\log(1 + \exp(-\alpha l_r \sum_{m=1}^{M} \lambda_m h_m(I, B))) \quad (6)$$
3.2 Smoothness Potentials

Methods considering only color or texture can not distinguish shadow and foreground accurately. Utilizing temporal-spatial consistency can prevent wrongly classifying the temporal and spatial isolated noise as shadow regions. A reliable shadow detection system should be able to consider all these factors simultaneously.

As noticed in [3], temporal-spatial ratio is used to help detect shadow and foreground. As shown in figure [3] neighborhoods not only have similar value, but also have similar change with background pixels.

\[
R_r = \frac{I_r - B_r}{I_r - B_r}, \quad R_s = \frac{I_s - B_s}{I_s - B_s}, \quad (r, s) \in N
\]

In which \( I \) is the current image at time \( t \), \( B \) is the background image at time \( t - 1 \). If two neighboring pixels belong to the same surface, their temporal ratios will be close to each other.

Define the temporal-spatial ratio as:

\[
R_{tem\_spa} = \frac{1}{C} \exp \left( \frac{R_r - R_s}{R_r + R_s} \right), \quad (r, s) \in N
\]

where \( C \) is normalized const.

The temporal-spatial relation of two neighborhood pixels will be close to zero, if they belong to the same region, i.e. they have the same label. The smoothness potentials can be denoted as follows:

\[
SM_{rs}(l_r, l_s, I, B) = R_{tem\_spa}
\]

\[
= \frac{1}{C} \exp \left( \frac{R_r - R_s}{R_r + R_s} \right) \delta(l_r, l_s)
\]

where,

\[
\delta(l_r, l_s) = \begin{cases} 
1, & \text{if } l_r = l_s \\
0, & \text{if } l_r \neq l_s
\end{cases} \quad (r, s) \in N
\]
4 Boosting Learning for Data Potentials

The observation is that shadow does not change seriously the color and texture of background covered, which are combined for shadow detection. The most important part of DRFs is the data potentials, which is obtained by boosting based on the color and texture feature subspace.

4.1 Color Invariance Subspace

Shadow has the same color with background covered. The spectral property of shadow can be derived in the hypothesis by considering illumination invariants color space. Color invariants subspace is functions which describe the color configuration of each image point discounting shading, shadow, and highlights. These functions are demonstrated to be invariant to the change in the image conditions, such as viewing direction, object surface orientation and illumination conditions. Examples of photometric color invariants are normalized \( \text{rgb, hue}(H), \text{saturation}(S), c_1c_2c_3 \) and \( l_1l_2l_3 \). Normalized \( \text{rgb} \) color space is adopted in this study for its simple computation.

Comparing pixel-wise color information between current image and background image can help to detect shadow. Define \( F \) as one of the above mentioned photometric color invariants features. \( F_{\text{shadow}} \) is assumed the value of a point in shadow, and \( F_{\text{background}} \) is the value of the same point in background image. Ideally, the differences of them is zero, i.e. \( |F_{\text{shadow}} - F_{\text{background}}| = 0 \).

In the normalized \( \text{rgb} \) color space, define the differences as:

\[
D_{r}^{\text{color}} = \frac{1}{\alpha}|I_{r}^{\text{rgb}} - B_{r}^{\text{rgb}}|^2, \alpha = \sum_{r \in V} |I_{r}^{\text{rgb}} - B_{r}^{\text{rgb}}|^2
\]

(10)

where \( V \) is the set of shadow candidates.

Using following equation to compute the probability of the differences:

\[
P_{\text{color}}(I_{r}^{\text{rgb}}, I_{r}^{\text{rgb}} | l_{r}) \propto \exp(-D_{r}^{\text{color}})
\]

(11)

Through formulation (11), illumination invariance color probability map of shadow is established, as shown in figure 4(c). The brighter points of image correspond to the smaller probability.

4.2 Texture Invariance Subspace

Shadow neither changes the color of the background covered, nor changes the texture of the background covered. The ratio between current pixel and its neighborhoods is employed to describe texture of the pixel. This also can help to detect the shadow.

Define the ratio of current pixel and its neighborhoods as:

\[
R_{r,s} = \frac{I_{r}}{I_{s}}, r \in V, (r, s) \in N
\]

(12)
where \( V \) is the set of shadow candidates obtained from section 2, and \( N \) is the sets of all adjacent pixel pairs.

Assuming the neighboring pixels receive the same irradiance, i.e. \( i_r = i_s, (r, s) \in N \). Considering the formulation (1), it can write as follows:

\[
R_{(r,s)} = \frac{I_r}{I_s} = \frac{i_r \rho_r}{i_s \rho_s}, r \in V, (r, s) \in N
\]

Similarly, the ratio of the neighboring pixels on the background image \( B \) can be calculated as follows:

\[
R'_{(r,s)} = \frac{B_r}{B_s} = \frac{i'_r \rho'_r}{i'_s \rho'_s}, r \in V, (r, s) \in N
\]

They have the same reflection, i.e. \( \rho = \rho' \), due to the pixel in both current image and background image are projected by the same point. Therefore, the difference between current image pixels and background pixels is zero when it is shadow in ideal case, i.e. \( R_{(r,s)} - R'_{(r,s)} = 0 \).

Define the differences as:

\[
D_r^{texture} = (-\beta \sum_{(r,s) \in N} |R_{(r,s)} - R'_{(r,s)}|^2)
\]

where, \( r \in V, \beta = \frac{1}{\sum_{r \in V} \sum_{(r,s) \in N} |R_{(r,s)} - R'_{(r,s)}|}, V \) is the set of shadow candidates obtained from section 2. Like color constancy, the probability can be obtained as following:

\[
P_{texture}(I_r^{gb}, I_r'^{gb}) \propto \exp(-D_r^{texture}), r \in V
\]

At the same time the corresponding texture difference map can established as color probability map which is shown in figure 4(d)

![Fig. 4. Color and texture probability map of differences. (a) is original image; (b) is the ground truth, blue is foreground and red is shadow, and (c) and (d) are the illumination invariance color probability map and texture probability map, respectively. The brighter points of image correspond to the smaller probability.](image-url)
4.3 Boosting for Data Potentials

The AdaBoost algorithm is introduced by Freund and Schapire \[17\] and it reweights the training samples instead of re-sampling them. The algorithm takes as input a train set \( \{(x_i, l_i) \mid i = 1, 2, \cdots, K\} \), where each \( x_i \) belongs to some domain or instance space \( X \), and each label set \( Y \). The cast shadow removal is a binary classification. We assume we have \( M \) classifiers, and then each pixel label can be obtained through AdaBoost as:

\[
l_i = \text{sign} \left( \sum_{m=1}^{M} \lambda_m h_m(x_i) \right)
\]

Freund and Schapire \[18\] have proved strong bounds on the training and generalization error of AdaBoost. For the case of binary classification the training error drops exponentially fast with respect to the number of boosting rounds \( M \) (i.e. number of weak classifiers).

The strong classifier can be obtained based on ground truth through discrete AdaBoost. It is combined by many weaker classifiers with different weights, which is shown in figure 5. Then the data potentials can be derived through formulation (5) and (6). Finally, we can classify the foreground and shadow from moving objects.

![Figure 5](image)

**Fig. 5.** Boosting for data potentials. The lower level is the image pixels and upper levels is the weaker classifiers, the size of points represent the corresponding weights. The strong classifier is composed of these weaker classifiers.

5 Experiments Result

Typical sequences are used in experiments, in which 'Highway1' sequence are outdoor scenes, 'Intelligent room' and 'Laboratory' are indoor scenes. The ground
truth of each video is manual labeled. Blue and red colors correspond to the true foreground and true shadow pixels, respectively. The frame is $320 \times 240$ video on a 2.4GHz desktop PC.

5.1 Performance Evaluate

In order to evaluate the proposed method quantitatively, we use the foreground detection rate $\zeta$ and shadow detection rate $\eta$ defined in [15]:

$$\zeta = \frac{TP_F}{TP_F + FN_F}$$ (18)

$$\eta = \frac{TP_S}{TP_S + FN_S}$$ (19)

$TP_F$: the foreground pixels correctly detected;
$FN_F$: the foreground pixels detected as shadow.
$TP_S$: the shadow pixels correctly detected;
$FN_S$: the shadow pixels detected as foreground;

![Fig. 6. Intelligentroom Result. The first row and the second row are the 198th and 278th frame separately. The first column is the original image and the second column is detected result by Adaboost, the third column is detected result in DRFs and the last is the ground truth.](image)

5.2 Experiments

We test the proposed method on these videos and compare with the previous methods. All results are shown in figure (a) to figure (d) Figure (d) is comparing with original image, ground truth detected result. Intelligent room result is shown in
Fig. 7. Laboratory Result. The first row and the second row are the 108th and 155th frame separately. The first column is the original image and the second column is detected result by Adaboost, the third column is detected result in DRFs and the last is the ground truth.

Table 1. shadow detection rate $\zeta$ and shadow discrimination rate $\eta$

<table>
<thead>
<tr>
<th></th>
<th>Highways1</th>
<th>laboratory</th>
<th>Intelligenteroom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\eta$</td>
<td>$\zeta$</td>
<td>$\eta$</td>
</tr>
<tr>
<td>SNP</td>
<td>0.8159</td>
<td>0.6376</td>
<td>0.8403</td>
</tr>
<tr>
<td>SP</td>
<td>0.5959</td>
<td>0.8470</td>
<td>0.6485</td>
</tr>
<tr>
<td>DNM1</td>
<td>0.6972</td>
<td>0.7693</td>
<td>0.7626</td>
</tr>
<tr>
<td>DNM2</td>
<td>0.7549</td>
<td>0.6238</td>
<td>0.6034</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>0.6586</td>
<td>0.8236</td>
<td>0.7886</td>
</tr>
</tbody>
</table>

figure 3 and the first row and the second row are the 198th and 278th frame, respectively. Figure 4 is the laboratory result with the 108th and 155th frame. HighwayI result is shown in figure 5 with 119th and 328th frame. The first column is the original image and the second column is detected result by Adaboost, the third column is detected result in DRFs and the last is the ground truth. Blue color is the foreground and the red represent shadow. Figure 6 is the shadow accurate detection (SR) and foreground accurate detection (FR) of intelligent room, laboratory and HighwayI, respectively. Horizontal axis is the frame and vertical axis is the detection probability. The triangle is the shadow accurate detection (SR) and the square is foreground accurate detection (FR). Quantitative comparison with the methods referred in the survey and the results are shown in table 1. The results show that the proposed method excels the classical method in both indoor and outdoor scene.
Fig. 8. HighwayI Result. The first row and the second row are the 119th and 328th frame separately. The first column is the original image and the second column is detected result by Adaboost, the third column is detected result in DRFs and the last is the ground truth.

Fig. 9. Detection Rate of Result. Horizontal axis is the frame and vertical axis is the detection probability. The triangle is the shadow accurate detection (SR) and the square is foreground accurate detection (FR).

6 Conclusions

This paper proposes a boosting discriminative model for moving cast shadow detection. The color and texture invariance subspace are selected as features for boosting, then, temporal and spatial coherence of foreground and shadow are incorporated on Discriminative Random Fields for accurate image segmentation.

The results show that the proposed method can work well in both indoor and outdoor scene. Comparing with the classical methods, our method has good performance both in shadow accurate detection and foreground accurate detection. However, high level knowledge of shadow is needed for more accurate detection.
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Abstract. The recovery of a motion-blurred image is an important ill-posed inverse problem. But this subject has not recently received lots of attention. We propose a probabilistic method for the estimation of motion parameters based on the geometrical characteristic of the Fourier spectrum. Indeed, the Fourier spectrum of the blurred image is made by the product of the original Fourier spectrum with an oriented cardinal sine function. The estimation of the parameters reduces to the detection of the direction and of the gap between oscillations of the Fourier spectrum. Using the Helmholtz principle, the maximum meaningful parallel alignments are detected in the frequency domain, and then the direction and the extent of the blur are identified by an adapted K-means cluster algorithm. Simulation results show that the approach is very promising.

1 Introduction

There are plenty of situations where an image may be degraded by a blurred motion. The problem is common when the camera is in a moving vehicle or, in low shutter-speed situation, when the camera is held by human hands. However, the literature rarely addresses the problem of a specific motion blur while, by assuming this kind of degradation, one gets enough information from the degraded image to recover a far better image than the one reconstructed by a general deblurring method.

For the case of a uniform linear camera motion, Cannon \textsuperscript{11} used the power cepstrum to identify the blur parameters. Yitzhaky \textsuperscript{2} utilized the fact that image characteristics along the blur direction are different from those along other directions, and emphasized the Point Spread Function (PSF) characteristics by filtering the blurred image. Zhang and Wen \textsuperscript{3} employed blur invariant moments as normalization constraints to normalize the image to a canonical form, and obtained the motion parameters from the normalizing transformation matrices. None of these approaches explicitly uses the visual geometric information given by the oriented cardinal sine function, due to the difficulty of automatically extracting this information from the Fourier spectrum.
There are also many other methods which can deblur the image and estimate the PSF simultaneously in the restoration process ([4], [5], [11]). These methods are more complicated, require more computations and cannot give very precise results. They should be dedicated to cases where the type of the blur is unknown.

In this paper, we develop a probabilistic method to estimate the motion parameters from a blurred image by analyzing the geometric characteristics of the Fourier Spectrum.

![Simulated motion blurred image and its Fourier spectrum](image)

**Fig. 1.** Simulated motion blurred image and its Fourier spectrum, with blur length 12 and blur direction 28 degree

We assume that the motion blur degradation is uniform linear and space invariant. From the Fourier Spectrum (Fig.1), we see that the blur direction is perpendicular to the most perceptual parallel lines in the spectrum. The reason is that the motion blur effectively performs a low-pass filter on the image along the blur direction by multiplying frequency components with a cardinal sine function. An intuitive way to estimate the PSF parameters is to analyze the characteristics of parallel lines generated by the zero-crossings of the sine function.

According to the Gestalt theory and the Helmholtz principle ([17], [8]), an observed geometric structure is perceptually meaningful if its number of occurrences would be very small in a random situation: observed objects are “meaningful events” which should not happen by accident in an image according to probabilistic estimates. In this paper, we propose to use the Helmholtz principle to detect meaningful parallel segments *a contrario* to a null hypothesis. Then, we utilize an adapted K-means cluster algorithm to estimate the PSF parameters from the detected parallel segments.

As observed by Cannon [11], the technique of searching for zero’s of the Fourier transform usually fails for the blur identification, although this technique seems to be the most natural one. The point is that the location of zero-crossings is often very noisy and does not constitute true straight line, however, with our
eyes we can observe some parallel lines in the Fourier spectrum. Although these parallel lines are very obscured, we are able to find them with very good precision using the Helmholtz principle, at least on simulated motion-blurred images. The blur parameters can then be determined from the detected parallel lines.

Compared with blind deconvolution methods, our approach for the identification of blur parameters have some advantages. Sometimes we are more interested in the parameters than in the original image. For example, this could enable us to find the exact physical phenomenon responsible for the observed image. Also, once the exact nature of the blur has been determined, there exist more efficient methods to perform the deconvolution.

The paper is organized as follows. The motion blur degradation problem is described in Section 2. The Helmholtz principle is introduced in section 3. In Section 4, we explain how this principle is used to detect “meaningful parallel segments”. In Section 5, an adapted K-mean cluster algorithm is presented, and is applied to determine the blur length and the blur direction. In Section 6 we give some experimental results showing that our approach is efficient on simulated motion-blurred images. Section 7 concludes the paper.

2 The Model

An image degraded by a uniform motion blur can be modeled by

\[ g(x, y) = \frac{1}{T} \int_0^T f(x - x(t), y - y(t))dt + n(x, y), \]  

(1)

where \( x(t) = (a \cos \theta)t/T, \ y(t) = (a \sin \theta)t/T; T, \ \theta \ \text{and} \ a \ \text{represent respectively} \ \text{the duration of the exposure, the motion blur direction and blur length along} \ \theta; \ n(x, y) \ \text{is a Gaussian noise with mean} \ 0 \ \text{and variance} \ \sigma^2. \ \text{We need to search for} \ \text{the original image} \ f \ \text{from the observed image} \ g.

The Fourier transform of \( g \) is given by

\[ G(u, v) = H(u, v)F(u, v) + N(u, v), \]  

(2)

where \( F \) is the Fourier transform of \( f \), \( N \) is that of \( n \), and

\[ H(u, v) = \int_0^T \exp[-j2\pi(ux(t) + vy(t))]dt \]  

(3)

is the transfer function of the system.

If we consider the uniform motion blur only in the \( x \) direction, i.e. \( y(t) = 0 \), and if there in no noise, then \( H \) yields

\[ H(u, v) = \frac{1}{T} \int_0^T \exp[-j2\pi u \frac{at}{T}] \ dt = \frac{T}{\pi u a} \sin(\pi u a) e^{-j\pi u a} \]  

(4)

It is evident that \( H(u, v) \) vanishes at \( u = m/a \), where \( m \) is an integer. Because of this property, we can observe parallel lines along the blur direction with equal distance \( \Delta u = 1/a \) in the spectrum of the degraded image. Hence, the problem
is to identify the parallel lines which give values of the blur direction and the blur length: the blur direction is $\theta = \alpha - \pi/2$, where $\alpha \in (0, \pi)$ is the direction of the parallel lines, and the blur length is $a = 1/\Delta u$.

The general case with an arbitrary blur direction $\theta$ can be reduced to the preceding case where $\theta = 0$. When there is a noise, the geometric properties of the Fourier spectrum still hold.

3 The Helmholtz Principle

The Helmholtz principle is a general perception law. It states that an event is significant if its number of occurrences in a random situation is very small. Therefore significant events represent large deviations from randomness.

According to Gestalt theory, “grouping” is the general law of visual perception. Its main idea is that whenever objects have a common characteristic, they get grouped and form a new larger visual object, called a “Gestalt”. The Helmholtz principle gives computational grouping thresholds associated with gestalt quality. It can be stated in the following generic way [9].

Assume that objects $O_1, O_2, \ldots, O_n$ are present in an image, and that $k$ of them, say $O_1, \ldots, O_k$, have common property, such as: same color, same orientation, position etc... We are then facing the dilemma: is this common feature happening by chance, or is it significant and enough to group $O_1, \ldots, O_k$ to form a new, large visual object (a “Gestalt”)? Desolneux, Moisan and Morel [9] introduced the notion of “$\epsilon$-meaningful event” to answer this question. We assume a priori that the considered quality has been randomly and uniformly distributed on all objects $O_1, O_2, \ldots, O_n$. Then we (mentally) assume that the observed position of objects in the image is a random realization of this uniform process. We say that an event of type “such configuration of geometric objects has such property” is $\epsilon$-meaningful if the expectation of number of occurrences of this event is less then $\epsilon$ [9]. The smaller $\epsilon$, the more meaningful the event.

The Helmholtz principle has been applied recently to many image feature detection problems, see for example Desolneux et al. [9], [7], [8], and Cao [10].

4 $\epsilon$- Meaningful Parallel Segments

In order to solve our problem, the Helmholtz principle will be applied twice: we first use it to obtain maximal meaningful segments in the spectrum of the degraded image, and we then use it to detect maximal meaningful parallel segments with which we will identify the blur parameters.

We consider the spectrum of the degraded image as a gray-level image of size $N \times N$ (that is a regular grid of $N^2$ pixels). At each point we compute a direction, which is the direction of the level line passing by the point calculated on a $2 \times 2$ pixels neighborhood. The direction at $(i, j)$ is computed by rotating by $\pi/2$ the direction of the gradient, calculated by the order 2 interpolation at the center of the $2 \times 2$ window made of pixels $(i, j), (i + 1, j), (i, j + 1), (i + 1, j + 1)$ [7]:

$$dir(i, j) = (d_1, d_2)/\sqrt{d_1^2 + d_2^2},$$
where \( d_1 = -\frac{\partial u}{\partial y}(i, j) = -\frac{1}{2}[u(i, j) + u(i, j + 1)] + \frac{1}{2}[u(i, j) + u(i + 1, j)], \)
d\( d_2 = \frac{\partial u}{\partial x}(i, j) = \frac{1}{2}[u(i + 1, j) + u(i + 1, j + 1)] - \frac{1}{2}[u(i, j) + u(i + 1, j)]. \) We say that two points \( X \) and \( Y \) have the same direction with precision \( p = 1/n \) if

\[
\text{Angle} \,(\text{dir}(X), \text{dir}(Y)) \leq 2\pi/n,
\]

where we take \( n > 2 \). According to the Helmholtz principle, we assume that the direction at each point is a random variable uniformly distributed on \([0, 2\pi]\), so that \( p \) is the probability for a given point to have a given direction with the given accuracy \( p \). The directions of any two pixels with a distance \( \geq 2 \) are independent random variables.

Let \( A \) be a (straight) segment in the image made of \( l \) independent points \( x_1, ..., x_l \). For convenience we shall say that the segment \( A \) has length \( l \), although its real length is \( 2l \) or \( 2l - 1 \). Let \( \theta_0 \) be a given direction. Let \( X_i \) be the random variable defined by \( X_i = 1 \) if the point \( x_i \) has the given direction \( \theta_0 \) (the direction of the segment), and \( X_i = 0 \) otherwise, and set

\[
S_l = X_1 + ... + X_l.
\]

Then \( S_l \) is the number of points among \( x_1, ..., x_l \) having the same direction \( \theta_0 \), and has the binomial distribution with parameters \( l \) and \( p \):

\[
P(S_l = k) = \binom{l}{k} p^k (1 - p)^{l-k}, \quad 0 \leq k \leq l.
\]

**Definition 1 (\( \epsilon \)-meaningful segment)**. A segment of length \( l \) is called \( \epsilon \)-meaningful in a \( N \times N \) image if it contains at least \( k(l) \) points having their direction aligned with that of the segment, where \( k(l) \) is given by

\[
k(l) = \min\{k \in \mathbb{N}, P[S_l \geq k] \leq \frac{\epsilon}{N^4}\}. \tag{5}
\]

Notice that \( N^4 \) is approximately the total number of segments \((N^2 \) choices for the first point of a segment and \( N^2 \) for the last one). By the definition, it can be easily checked (see [9]) that the expectation of the number of \( \epsilon \)-meaningful segments is less than \( \epsilon \), so that the definition is justified.

The notion of \( \epsilon \)-meaningful is closely related to the classical “\( \alpha \)-significance” in statistics, where \( \alpha \) is simply \( \epsilon/N^4 \). The main advantage to use the expectation instead of probability is that the linearity of the expectation does not need the independence of related variables.

If \( A \) is a segment of length \( l \) with \( k \) points having the (given) direction of \( A \), we define

\[
NFA(A) = N^4 P(S_l \geq k)
\]

as the number of false alarms of \( A \). Therefore \( A \) is \( \epsilon \)-meaningful if and only if \( NFA(A) \leq \epsilon \).

An \( \epsilon \)-meaningful segment may contain sub-segment which is also \( \epsilon \)-meaningful. We therefore need the notion of maximal \( \epsilon \)-meaningful segment. A segment \( A \) is called maximal if it does not contain a strictly more meaningful segment (i.e., \( \forall B \subset A, NFA(B) \geq NFA(A) \)), and if it is not contained in a more meaningful
segment (i.e. \( \forall B \supset A, NFA(B) > NFA(A) \)). A segment is said to be maximal \( \epsilon \)-meaningful if it is maximal and \( \epsilon \)-meaningful.

Fig. 2 shows the maximal meaningful segments found in the spectrum of a simulated motion-blurred image, with blur length 10 and horizontal blur direction.

![Simulated motion-blurred image and its Fourier Spectrum](image)

**Fig. 2.** Simulated motion-blurred image with blur length 10 and blur direction 0, and its Fourier Spectrum with detected maximal meaningful segments.

To find parallel segments from detected maximal meaningful segments, we proceed in a similar way. Let \( L_1, \ldots, L_l \) be a group of segments. This time we define \( X_i = 1 \) if the direction of \( i \)-th segment \( L_i \) coincides with that of the group (a given direction \( \theta_0 \)), and \( X_i = 0 \) otherwise. We can still suppose that \( X_i \) are independent random variables with the same law \( P(X_i = 1) = p \) and \( P(X_i = 0) = 1 - p \), because the direction of a segment is the common direction of all of its points. For example, in the case where \( L_1 \) contains a point which is of distance \( \geq 2 \) from a point of \( L_2 \), then the directions of \( L_1 \) and \( L_2 \) are independent since so are the directions of the two mentioned points. The contrary case occurs hardly and can be neglected. Therefore we can still suppose that \( S_l = X_1 + \ldots + X_l \) has the binomial law with parameters \( l \) and \( p \).

**Definition 2 (\( \epsilon \)-meaningful parallel segments).** A group of \( l \) segments \( L = (L_1, \ldots, L_l) \) is called \( \epsilon \)-meaningful in a \( N \times N \) image if it contains at least \( k(l) \) segments having their direction aligned with that of the group (a given direction), where \( k(l) \) is given by (5).

Just as in the case of meaningful segments, we define in a similar way the number of false alarms of a group \( L \) of segments and the notion of maximal \( \epsilon \)-meaningful parallel segments. For example, if \( L = (L_1, \ldots, L_l) \) is a group of \( l \)-segments with \( k \) segments having the (given) direction of \( L \), we define

\[
NFA(L) = N^4 P(S_l \geq k)
\]
as the number of false alarms of \( L \).

With the previous definitions, we can now describe our algorithm for the
detection of \( \epsilon \)-meaningful parallel segments as follows:

1. Detect the maximal \( \epsilon \)-meaningful segments \( L = (L_1, \ldots, L_l) \) with the algo-
   rithm in [\( \Box \);]
2. Calculate the tail probability of the binomial distribution :
   \[
P[S_l \geq k] = \sum_{i=k}^{l} \binom{l}{i} p^i (1 - p)^{l-i}
   \]
   where \( 0 \leq k \leq l; \)
3. For \( 1 \leq i \leq j \leq l \), calculate \( k_{i,j} \), the number of segments in the group
   \( L_{i,j} = (L_i, \ldots, L_j) \) having the same direction as the group \( L_{i,j} \);
4. Calculate \( P = P[S_{j-i+1} \geq k_{i,j}] \);
5. if \( P \leq \frac{\epsilon}{N} \), the group \( L_{i,j} \) of segments is \( \epsilon \)-meaningful parallel.

To demonstrate our algorithm, we performed it with Fig [\( \Box \) The detected par-
allel meaningful segments are shown in Fig [\( \Box \)

We now need to identify the most possible value for the equidistance of the
detected parallel segments. To this end we design a K-means cluster algorithm.

5 Adapted K-Means Cluster Algorithm

Due to the very obscured characteristic of the Fourier spectrum, we should be
very careful to identify the real distance between segments. If all were perfect,
the consecutive segments would have equal distance \( \Delta = \Delta u \) but for the two
segments around the origin whose distance would be \( 2\Delta \). However, as segments
in the Fourier transform are hardly visible, it is very possible that some of de-
tected segments are not the real ones. For example we could detect two segments
which might represent the same segment in the Fourier spectrum. Due to the
characteristic of the Fourier transform, it is reasonable to classify the distances
of consecutive segments into three clusters, say \( C_1, C_2 \) and \( C_3 \), where \( C_1 \) con-
ists of distances near \( 0 \), \( C_2 \) of distances near the desired value \( \Delta \), and \( C_3 \) of
distances near \( 2\Delta \). We need to identify these three clusters. To this end we use
the K-means cluster algorithm.

This algorithm aims to partition a set of \( n \) inputs into \( k \) clusters in a rea-
sonable way. Mathematically the problem can be stated as follows. For a set
\( C = (x_1, \ldots, x_n) \) of points of the real line \( \mathbb{R} \) (or of the Euclidean space \( \mathbb{R}^d \) in the
general case), we search for the partition of \( C \) into \( k \)-clusters \( C_1, \ldots, C_k \) such that

\[
\sum_{i=1}^{k} \sigma^2(C_i)
\]
is minimal among all possible partitions of \( C \), where \( \sigma^2(C_i) = \sum_{x \in C_i} |x - m_i|^2 \),
with \( m_i = \frac{1}{|C_i|} \sum_{x \in C_i} x \), \( |C_i| \) being the cardinality of \( C_i \).
The K-means algorithm has been widely applied to image analysis, such as pattern recognition. Here we can adapt it thanks to some a priori information of cluster inputs. With this at hand, we can get rid of classical drawbacks of the K-means algorithm.

Let \( L = (L_1, ..., L_{n+1}) \) be the group of detected \( \epsilon \)-meaningful parallel segments, arranged from left to right. Let \( C = \{d_1, ..., d_n\} \) be the perpendicular distance of adjacent parallel segments.

For \( 1 \leq i \leq n \), let \( r(d_i) \) be the number of \( j = 1, ..., n \) such that \( |d_j - d_i| \leq \epsilon \). Then \( r(d_i) \) is the number of repetition in \( C \) of the value \( d_i \) with precision \( \epsilon \). As explained in the beginning of this section, the value of the equal distance is approximately the most occurred value in \( C \):

\[
\Delta \approx d_{i_0}, \text{where } i_0 \text{ is such that } r(d_{i_0}) = \max_{1 \leq j \leq n} r(d_j). \tag{7}
\]

We shall give a more precise value for \( \Delta \). This algorithm consists of two steps:

Step I: initialisation. The first step is a pre-processing procedure. It aims to assign the cluster number, the initial seed point of each cluster, and the initial partition. As was explained in the beginning of this section, the cluster number
is assigned to be 3; we search for a partition of $C$ to three clusters $C_1, C_2, C_3$. Let $m_i$ be the initial seed point of each cluster $C_i$, where:

$$
\begin{align*}
    m_1 &= \varepsilon, \\
    m_2 &= \max\{d_j, 1 \leq j \leq n\}/2, \\
    m_3 &= \max\{d_j, 1 \leq j \leq n\} - \varepsilon,
\end{align*}
$$

where $1 \leq \varepsilon \leq 3$ is the precision. We usually take $\varepsilon = 2$.

As shown in Fig. 3, $m_1$ is approximately the distances of segments which are very close each other; $m_3$ is about the distance of the two segments around the origin (see also Fig. 4), and $m_2$ the distance of usual adjacent segments.

We then define $C_i$ as the set of all $d \in C$ which are nearest from $m_i$ compared with $m_j (j \neq i)$. That is, for $i = 1, 2, 3$,

$$
C_i = \{d \in C : |d - m_i| = \min_{1 \leq j \leq 3} |d - m_j|\}.
$$

Step II: iteration. The second step is the iteration process. We now replace the values of $m_i$ by the mean of $C_i$:

$$
m_i = \frac{1}{|C_i|} \sum_{x \in C_i} x, \quad 1 \leq i \leq 3,
$$

where $|C_i|$ is the cardinality of $C_i$. With these new values of $m_i$, we define in the same way as in Step I the new clusters $C_i$, and so on. The process will be stopped.
if $|m_i^{(n+1)} - m_i^{(n)}| < \delta$ for each $i = 1, 2, 3$, where $\delta$ is the desired precision, and $m_i^{(n)}$ denotes the seed point of $C_i$ at the $n$-th iteration.

The final value of $m_2$ can be considered as the desired value of $\Delta$. But in practice, to reduce errors, we calculate the value of $\Delta$ as the following mean value: $\Delta = (x_{n+1} - x_1)/(|C_2| + 2)$, if $(x_i, 0)$ is the intersection point of the $i$-th segment $L_i$ with the $x$-axis. (We have added the number 2 because the middle interval with length $2\Delta$ is not considered in $C_2$.)

Fig. 5. Top left: image blurred with blur length $a = 10$ and blur direction $\theta = 90$ degree. Right top: detected meaningful parallel segments. Bottom left: restored image with the Wiener filter using the estimated parameters (with blur length $a = 10.18$ and blur direction $\theta = 90.00$ degree). Bottom right: restored image with the Wiener filter using the true PSF.
6 Experimental Results

In this section, numerical experiments are presented to test the proposed algorithm to identify PSF parameters of motion-blurred image.

To check the validity of the method, the experiments are performed on a simulated blurred image. The Lena image is blurred with different blur lengths and directions, and Gaussian noise is added to the blurred image. The procedure of our experiments is as follows:

1. blur the image with given length and direction;
2. detect the maximal $\epsilon$-meaningful segments in the spectrum of blurred image;

![Fig. 6. Top left: image blurred with blur length $a = 7$ and blur direction $\theta = 28$ degree. Right top: detected meaningful parallel segments. Bottom left: restored image with the Wiener filter using the estimated parameters (with blur length $a = 7.23$ and blur direction $\theta = 28.11$ degree). Bottom right: restored image using the true PSF.](image-url)
3. detect the $\epsilon$-meaningful parallel segments;
4. assign the initial seed points;
5. cluster the $\epsilon$-meaningful parallel segments;
6. calculate the blur length and blur direction from the clustering result.

Two examples are shown in Fig. 5 and Fig. 6. The length and direction are always very accurately estimated.

7 Conclusion

We have presented a new method for motion-blur parameters detection based on the most perceptual parallel lines in the blurred image spectrum.

By our method, the blur direction and length can be estimated with good precision, via the Fourier spectrum, using the characteristic of PSF. The Helmholtz principle is applied to get meaningful parallel segments; an adapted K-means algorithm is used to cluster the detected segments. The blur length and blur direction are obtained from the clustering result.

At that time, experiments have been performed using simulated motion-blurred images only. The difficulty with natural blurred images is to define a protocol that ensures images to satisfy the uniform linear and space invariant motion blur assumption. We expect to present such experiments on natural images by the time of the conference. The next step will be to generalize the approach so that more general motion blurs would be included, resulting in an effective new algorithm to restore motion-blurred photographs.
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Abstract. We present the results of a study to exploit a multiple colour space model (CSM) and variable kernels for object tracking in video sequences. The basis of our work is the mean shift algorithm; for a moving target, we develop a procedure to adaptively change the CSM throughout a video sequence. The optional CSM components are ranked using a similarity distance within an inner (representing the object) and outer (representing the surrounding region) rectangle. Rather than use the standard, Epanechnikov kernel, we have also used a kernel weighted by the normalized Chamfer distance transform to improve the accuracy of target representation and localization, minimising the distance between the two distributions of foreground and background using the Bhattacharya coefficient. To define the target shape in the rectangular window, either regional segmentation or background-difference imaging, dependent on the nature of the video sequence, has been used. Experimental results show the improved tracking capability and versatility of the algorithm in comparison with results using fixed colour models and standard kernels.

Keywords: Object tracking, video sequences, adaptive colour space models.

1 Introduction

As defined by Comaniciu et al. \(\textbf{[1]}\), tracking algorithms have two essential components

- Target representation and localization, primarily a bottom-up process, which has to adapt to changes in the appearance of the target.
- Filtering and data association, primarily a top-down process, incorporating the dynamics of the tracked object, learning of scene priors, and evaluation of different hypotheses.

In real time tracking of objects through video sequences, combined analysis of the shape, intensity or colour distribution, and motion of the object against an assumed background can be used in principle to differentiate (segment) and track
the object in a dynamic scene, one in which the camera may be fixed or static and the object is assumed to be in motion. Tracking has been achieved by simple Gaussian or adaptive Gaussian mixture models [2], using Kalman-filters [3] or dynamic programming [4] assuming either fixed and deformable contours. Exemplars include face tracking in a crowded scene [5], aerial video surveillance [6], and the detection and tracking of multiple people and vehicles in cluttered scenes using multiple cameras [7]. In many real time applications only a small percentage of the system resources can be allocated for tracking, the rest being required for the pre-processing stages or for high-level tasks such as recognition, trajectory interpretation, and reasoning. Therefore, it is desirable to keep the computational complexity of a tracker as low as possible.

The mean shift algorithm is a nonparametric statistical method to find the nearest mode of a point sample distribution. This algorithm has been adapted as an efficient technique for image segmentation [8] [9] and object tracking [10] [11]. The justification for its use as a density estimation-based non-parametric clustering method is that the feature space can be regarded as the empirical probability density function (pdf) of the represented parameter. Dense regions in the feature space correspond to local maxima of the pdf, i.e. the modes of the unknown density. Once the location of a mode is determined, the associated cluster can be delineated based on the local structure of the feature space. As usually applied, the mean shift tracking algorithm [11] is a kernel based object tracking method that uses a symmetric Epanechnikov kernel (E-kernel) within a pre-defined elliptical or rectangular window. A candidate object is defined in a first image, interactively or by automatic segmentation. The 2D region that encloses this object is modelled by a probability density function that describes the first order statistics of that region. If the image sequence is in colour then the usual choice is to employ a colour histogram. Then, the task is to find a candidate position for the target in subsequent images by finding the minimum distance between the model and candidate histograms using an iterative procedure.

Tracking success or failure depends primarily on how distinguishable an object is from its surroundings. The features that best distinguish between foreground and background are the best features for tracking. However, in common instances when the camera viewpoint changes so that the background and illumination parameters change, it is sensible to continuously re-evaluate these features, rather than rely on a fixed set of features that are determined a priori. For example, Collins et al. [12] presented an online feature selection mechanism for evaluating multiple features while tracking and adjusting the set of features used to improve tracking performance. They computed log likelihood ratios of class conditional sample densities from object and background are used to form a new set of candidate features tailored to the local object/background discrimination task.

In this paper, we propose to improve object tracking by using an adaptive colour model. In order to select the best colour space model (CSM), we sort the several candidate CSM components using the Bhattacharyya coefficient [13], which is an approximate measurement of the amount of overlap between the two distributions of foreground and background, instead of using a variance ratio
measure of the distribution of likelihood values. For a moving target, it is usual
to define a rectangular target window in an initial frame, and then process the
data within that window to separate the tracked object from the background by
a segmentation algorithm (e.g. mean shift segmentation). However, rather than
use the standard, Epanechnikov kernel, we have also used a kernel weighted by
the Normalized Chamfer Distance Transform (NCDT) to improve the accuracy
of target representation and localization, introduced in [15]. Experimental results
demonstrate the improved capability of the new algorithm for object tracking in
colour sequences.

2 Defining Similarity by Histograms

In tracking an object through a colour image sequence, we represent it by a dis-
crete distribution of samples from a region in colour space, localised by a kernel
whose centre defines the current position. Hence, we want to find the maximum
in the distribution of a function, $\rho$, that measures the similarity between the
weighted colour distributions as a function of position (shift) in the candidate
image with respect to a previous model image. If we have two sets of parameters
for the respective densities $p_i(x), i = 1, 2$, the Bhattacharyya coefficient is an
approximate measurement of the amount of overlap, defined by

$$\rho = \int \sqrt{p_1(x)p_2(x)} dx$$  \hspace{1cm} (1)

Referring to Bhattacharyya [14], and as described by Kailath [16], the set,
$\{\sqrt{p_i(x)}, i = 1, 2\}$, can be regarded as the direction-cosines of two vectors in the
space of $x$. Alternatively, they may be thought of defining two points on the unit
sphere (since $\int p_i(x) dx = 1, i = 1, 2$) of $x$. The Bhattacharyya coefficient $\rho$ can
be regarded as the cosine of the angle between these two vectors, i.e., $\rho = \cos \theta$,
where $\theta$ is the angle between the lines with direction cosines $\{\sqrt{p_i(x)}\}$. The
angle $\theta$ must clearly be between 0 and $\pi/2$ and therefore $0 \leq \rho \leq 1$. Hence, it
is natural to also consider the distance between the points $\{\sqrt{p_i(x), i = 1, 2}\}$ on
the unit sphere

$$d = \int \left[ \sqrt{p_1(x)} - \sqrt{p_2(x)} \right]^2 dx$$  \hspace{1cm} (2)

Hence,

$$d = 4 \sin^2 \frac{\theta}{2} = 2(1 - \cos \theta) = 2(1 - \rho)$$  \hspace{1cm} (3)

Since we are dealing with discretely sampled data from colour images, we use
discrete densities stored as $m$-bin histograms in both the model and candidate
image. The discrete density of the model is defined as

$$q = \{q_u\}, u = 1, 2, \ldots, m \hspace{1cm} \sum_{u=1}^{m} q_u = 1$$  \hspace{1cm} (4)
Similarly, the estimated histogram of a candidate at a given location $y$ in a subsequent frame is

$$ p(y) = \{p_u(y)\}, \ u = 1, 2, \ldots, m \quad \sum_{u=1}^{m} p_u = 1 \quad (5) $$

According to the definition of Equations (11) and (12), the sample estimate of the Bhattacharyya coefficient is given by

$$ \rho(y) = \rho [p(y), q] = \sum_{u=1}^{m} \sqrt{p_u(y)q_u} \quad (6) $$

The distance between two distributions can be defined as

$$ d(y) = \sqrt{1 - \rho(y)} \quad (7) $$

The distance $d(y)$ lies between zero and unity, obeying the triangle inequality. In a discrete space, $x_i, i = 1, 2, \ldots, n$ are the pixel locations of the model, centred at a spatial location $\mathbf{0}$, which is defined as the position of the window that we want to track in a preceding frame. A function $b: \mathbb{R}^2 \rightarrow \{1, 2, \ldots, m\}$ associates to the pixel at location $x_i$ the index $b(x_i)$ of the histogram bin corresponding to the value of that pixel. Hence a normalized histogram of the region of interest can be formed (using $q$ as an example)

$$ q(u) = \frac{1}{n} \sum_{i=1}^{n} \delta [b(x_i) - u], \quad u = 1, 2, \ldots, m \quad (8) $$

where $\delta$ is the Kronecker delta function.

3 Selecting the Best Colour Space Model

Numerous CSMs can used be for segmentation and tracking of objects in a scene \[13,14,15,16,17\]. Most represent colours in a three coordinate colour space, and conversion formulas are used to transform from one space to another. Our main objective is to achieve the best discrimination of an object of a certain colour distribution from the background. In our context, we need to measure the similarity between the two histograms of the internal (target) and external (background) regions. We use the distance criterion Eq. (7) to measure this dissimilarity. As tracking proceeds, the best colour space is selected by finding the CSM with maximum distance value between the foreground and background. This distance measure based on the Bhattacharyya coefficient is simple and effective, but we have considered alternatives. For example, the augmented variance ratio (AVR) is the ratio of the between class variance of the feature to the within class variance of the feature \[20\]. The earth mover’s distance (EMD) is based on the minimal cost that must be paid to transform one distribution into the other, in a precise sense \[21\]. In the color index method \[22\], the index contains
the complete color distributions of the image in the form of cumulative color histograms.

We use a “center-surround” approach to sample pixels from object and background. A rectangular set of pixels covering the object is chosen to represent the object pixels, while a larger surrounding ring of pixels is chosen to represent the background. For the internal rectangle of size $h \times w$ pixels, the outer margin of width $(\sqrt{2} - 1)hw/2$ pixels forms the background sample. The foreground and background have the same number of pixels if $h = w$. Each potential feature set can have many tunable parameters and therefore the full number of potential features that could be used for tracking is enormous. We construct 16 single frame CSM components from 5 different colour spaces ($R.G.B$, $L.a.b$, $H.S.V$, $Y.I.Q/Y.Cb.Cr$, $C.M.Y.K$). All the values of pixels are normalized to 0 to 255, yielding feature histograms with 256 bins.

Fig.11(a) shows a sample object. The distance measure between the foreground and background of each CSM components are shown in Fig.11(b) and the set of all 16 candidate images after rank-ordering the feature according to the criterion formula (17) are shown in Fig.11(c). The image with the most discriminative feature (best for tracking) is at the upper left. The image with the least discriminative feature (worst for tracking) is at the lower right.

4 Normalized Chamfer Distance Transform

The mean shift procedure is equivalent to gradient ascent on the similarity function for kernels that are radially symmetric, non-negative, non-increasing and piecewise continuous over the profile [28]. The most popular choice for a kernel, $K$, is the optimal E-kernel that has a uniform derivative of $G = 1$. However, when tracking an object through a video sequence, there is no reason to suppose that the target has radial symmetry, and even if an elliptical kernel is used, i.e. there is a variable bandwidth, the background area that is being sampled for the colour distribution will change. If the background is uniform this will not affect the colour pdf, and hence the gradient ascent will be exact. However, if it is not uniform, but varies markedly and in a worst case has similar properties to the target, as we shall see in the next section, then multiple modes will be formed in the pdf and the mean shift is no longer exact.

Therefore, we use a distance transform (DT), matched to and changing with the shape of the tracked object, as a kernel function. For the DT each foreground pixel is given a value that is a measure of the distance to the nearest edge pixel. The edge and background pixels are set to zero. We use the normalised Chamfer distance transform (NCDT) rather than the true Euclidean distance, as it is an efficient approximation [21]. A $3 \times 3$ pixel neighborhood is used. The two local distances in $3 \times 3$ neighborhood are the distance between horizontal/vertical neighbors and between diagonal neighbors. The NCDT kernel is a better representation of the colour distribution of the tracked target because it takes account of the shape of the enclosing contour, but it retains the more reliable centre weighting of the radially symmetric kernels. We aim to show
Fig. 1. (a) A sample image with concentric boxes delineating the object and background. (b). The similarity distance of each CSM component. (c) Rank-ordered 16 images.

that this weighting increases the accuracy and robustness of representation of the pdf’s as the target moves. The target area is separated from the background by a mean shift segmentation [10]. Therefore, we are investigating whether the anticipated gain in excluding background pixels from the density estimates and weighting more substantially those more reliable pixels towards the centre of the tracked object, will outweigh the possibility of forming false modes because of the shape of the NCDT, bearing in mind that the radially symmetric kernels may produce false modes due to badly defined densities.
Minimizing the distance in Eq. (1), the mean shift tracking algorithm can be used to iteratively shift the location \( y_0 \) in the target frame to the location \( y_1 \) to find a mode in the distribution of maximization the Bhattacharyya coefficient Eq.(1).

\[
y_1 = \frac{\sum_{i=1}^{n} x_i w_i G(y_0 - x_i)}{\sum_{i=1}^{n} w_i G(y_0 - x_i)}
\]

(9)

where \( G \) is the gradient function computed on NCDT-kernel.

\[
G(\cdot) = \nabla K_{NCDT} = \sqrt{\left( \frac{\partial K_{NCDT}}{\partial x} \right)^2 + \left( \frac{\partial K_{NCDT}}{\partial y} \right)^2}
\]

This is equivalent to a steepest ascent over the gradient of the kernel-filtered similarity function based on the colour histograms. Local mean shift tracking can be used with each CSM, such that the \( y \) with the minimum distance \( d(y) \) is the optimal location of the tracked object.

In applying the NCDT kernel to the mean shift procedure, we have two options. First we can define the NCDT on the basis of the first frame, and use this for the whole sequence. Second we can update the kernel on each frame, before mean shifting in the subsequent frame but retaining the previous frame’s kernel. The advantage of the latter technique is that it adapts to a changing shape of contour (e.g. as a human is tracked) as well as to a changing CSM. A previous use of adaptive kernels was by Porikli and Tuzel [25]. Like their approach, we cannot guarantee theoretical convergence conditions [10], although the NCDT satisfies these in part with its decreasing profile. Practical tests show that convergence is achieved.

To summarise our discussion, the adaptive tracking algorithm can be expressed as pseudocode,

Define internal and external rectangles covering the object centroid at \( y_0 \) in the first image.
Sort CSMs by similarity distance criterion Eq.(1).
Choose preferred CSMs.
Apply the mean shift segmentation algorithm to separate foreground (target) and background in the external rectangle.
Compute NCDT-kernel using Chamfer distance to form model histogram, \( q_i \), in selected CSMs.
Repeat
Input the next image.
Repeat
Compute candidate histogram \( p(y_0) \) in preferred CSM using NCDT-kernel.
Find next location of candidate using Eq.(9)
Compute error, \( e = \|y_1 - y_0\| \)
Set \( y_0 = y_1 \) (\( y_0 \) is the new location) 
Until \( e \leq \epsilon \), error threshold or maximum iteration reached. 
Choose preferred CSMs. 
Compute NCDT-kernel and the histogram, \( q \), in selected CSMs. 
Until end of input sequence

5 Experimental Evaluation

In this section, we present an evaluation of adaptive mean shift tracking using the NCDT-kernel and an adaptive colour model. All the tests were carried out on a Pentium 4 CPU 3.40 GHz with 1GB RAM. The code was implemented in Matlab, so that it would be reasonable to assume a considerable increase in processing speed if re-implemented in another language. Even so, real-time operation is possible.

In the first experiment, we compare the tracking of a moving monkey in a video sequence that includes 401 frames of \( 324 \times 480 \) pixels. The target location was initialized by a rectangular region of size \( 140 \times 290 \) pixels. Fig. 2(a) shows one of the CSM components of the first frame and the tracked object. In this case a simple regional homogeneity criterion has been applied as the target had relatively uniform intensity. Fig. 2(b) shows the comparison of the 3D-NCDT kernel with the E-kernel in Fig. 2(c). Fig. 3 shows some sample images of the tracked monkey, frames 11, 142, 286 and 375, from the whole sequence.

![Image](image.png)

**Fig. 2.** (a) The tracked object in the best CSM component of the first frame. (b) The 3-D NCDT kernel. (c) The E-kernel.

Fig. 4 shows another sample sequence (187 frames). These images have much lower contrast with a car travelling through patches of forest and grass. Fig. 4(a) shows the first frame with a labelled object (red box) and background (white box). Fig. 4(b), (c) and (d) show the CSM components with highest, median and lowest similarity distance between the foreground and background. Fig. 5 shows some tracking results as the car moves through the whole sequence. These are frames 14, 36, 126 and 171. The car changes noticeably in size and projected shape, as well as colour distribution as the sequence progresses. Using the same sequence, we illustrate in Fig. 6 what happens if we use the standard E-kernel mean shift tracking algorithm, without adapting the CSMs. As can be seen,
Fig. 3. Tracking the moving monkey (frames 11, 142, 286 and 375)

Fig. 4. Some samples of ranked CSM components. (a) The first frame with labeled object (red box) and background (white box). (b)-(d) Ranked CSMs.
Fig. 5. Tracking results of frames 14, 36, 126 and 171 using the adaptive tracking algorithm

Fig. 6. Tracking results of frames 1, 80, 98 and 108 using the E-kernel without adaptive CSM
after the 98th frame, the target is lost. Frames 1, 80, 98 and 108 are illustrated. Fig 8 shows the variation of the distance between the real centre and the estimated centre of the tracked car, using manual positioning of the centroid as ground truth. The results show that the adaptive algorithm is more robust in this instance, and the corresponding sharp rise in error as the car is lost when using the E-kernel.

![Graph showing comparison between E-kernel and NCDT kernel with adaptive CSM tracking](image)

**Fig. 7.** A comparison results between the E-kernel and NCDT kernel with adaptive CSM tracking

Fig 8 shows frames from a football sequence (129 frames). Fig 8(a) is the first frame with the labeled object (red box) and background (white box). Fig 8(b), (c) and (d) are the CSM components with highest, median and lowest similarity distance between foreground and background. Fig 8(e)-(f) show the tracking results from frames 16, 36, 69 and 127 in the whole sequence. There are many instances in which the footballer changes shape and crosses with other players of the same or the other side. The source images are low contrast videos, but the tracker is still able to maintain its correct position.

For each frame, the best three of the sixteen possible components are used to form CSM. Fig 8 presents a trace showing that, during the football sequence of Fig 8 only five of the possible sixteen CSM components are used. However, the adaptation of the algorithm is illustrated by the changing ranking of the three best CSMs from frame to frame, as the footballer-background color contrast changes. Of the several models, the same CSM component (index number 12 (Q component)) is selected as either first, second or third throughout the video sequence.
Fig. 8. (a) The original image with initial rectangle box. (b), (c) and (d) some samples of ranked CSM components. (e)-(h) tracking results of frames 16, 36, 69 and 127.
Fig. 9. Trace of CSM components selected to track the object in a football sequence. The index numbers of CSM components 1-16 correspond to R, G, B, L, a, b, H, S, V, Y, I, Q, C, M, Y and K in our definition.

Fig. 10. Tracking a walking man with added Gaussian noises of mean zero with variance 0.03
Finally, to further test the robustness of the new algorithm, as requested by a referee, we added Gaussian white noise of mean zero with variance 0.03 (intensities ranging from 0 to 1) to a video of a moving male pedestrian sequence. Some samples (frames 4, 34, 52 and 64) of tracking results are shown in Fig. Again, the approach is successful.

6 Conclusions

We have presented two modifications to the mean-shift tracking approach, first to continuously evaluate a multiple colour space model while tracking, and second to use a normalised Chamfer distance kernel as a weighting and constraining function. The algorithm maximises the similarity between model and candidate distributions in each of the selected CSMs. The results presented on a number of video sequences show that the new algorithm performs well in maintaining a stable and robust estimate of the target position, when compared with the non-adaptive methods.
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Abstract. Ground vehicle tracking is an important component of Aerial Video Surveillance System (AVS). We address the problem of real-time and precise vehicle tracking from a single moving airborne camera which faces the challenges of congestion, occlusion and so on. We track a set of point features of the selected vehicle by the technique of image alignment. An edge feature-based outlier rejection criterion is proposed to eliminate the outlier caused by congestion and occlusion. Large motion and total occlusion is handled by a Kalman filter. Furthermore, a reappearance verification program is used to ensure the tracker gets back the right object. Experimental results on real aerial videos show the algorithm is reliable and robust.
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1 Introduction

Aerial Video Surveillance System has important military and civilian uses [1]. Especially, video-based tracking across an airborne platform has extensive uses in monitoring enemy vehicles and criminal-driving vehicles. For example, we have to track and recognize military vehicles or runaway criminal vehicles until they are destroyed or cornered. So a robust, efficient, and reliable tracking algorithm is desired to maintain precise and durative tracking of the selected vehicle. However, it is not an easy thing. The main difficulties lie in the following:

1. The background is complex and unpredictable. The object may appear in any situation.
2. The image resolution is low. In order to get higher resolution, it is generally necessary to use a telephoto lens, with a narrow field of view [1].
3. The hostile vehicle may be interspersed with civilian traffic, and encounter the problem of congestion and occlusion.
4. The tracked vehicle has maneuverability, which may cause big motion between frames.

* Supported by national key laboratory (51476010105HK0101).
** Corresponding author.
The tracked vehicle will leave the field of view because of inaccuracies in platform pointing directions and long-time occlusion. The tracker needs to get back and verify the former tracked object.

We have to overcome all these difficulties to develop a reasonable good system. In our research, we track a vehicle from arbitrary viewpoint, not limiting to vertical viewpoint. The size of vehicles varies from 5 x 10 to 40 x 100.

The tracking algorithm presented in this paper is based on the alignment between the selected vehicle and input images. The Inverse Compositional Algorithm [2] is used and extended. First, we propose an edge feature-based outlier rejection criterion, which can eliminate the outliers caused by congestion and occlusion. Second, a Kalman filter estimator is introduced, which predicts the future position and velocity of the tracked vehicle. In virtue of the Kalman filter, the estimated initial value is located near to the real value of object state, thereby decreasing the iteration times and making the algorithm robust to large motion. Third, when the object leaves the field of view because of inaccuracies in platform pointing directions and long-time occlusion and reappears, we get back it by correlation matching and verify it by combining feature-based quasi-rigid alignment with flexible local template matching.

The rest of this paper is organized as follows. Section 2 outlines the tracking algorithm based on image alignment. Section 3 describes edge feature-based outlier rejection criterion. Section 4 covers how the Kalman filter is combined with the tracking algorithm. We describe how the occlusion is handled in Section 5, and finally reach the experiment and conclusion in Section 6.

2 Tracking Algorithm Based on Image Alignment

Image alignment has successful application in tracking [3] ~ [6]. The basic idea of alignment-based tracking algorithm is: Establishing a general parametric model for the set of allowable image motions and deformations of the target region, then considering the tracking problem as finding the best set of parameter values of the parametric model. Traditional alignment-based tracking algorithms, such as Lucas-Kanade algorithm [3], need to calculate the Jacobian and the Hessian matrix in every iteration, thereby having low efficiency. The Inverse Compositional Algorithm [2] is an improved edition of Lucas-Kanade algorithm, which switches the role of the image and the template, thereby allows pre-computing the time-consuming Hessian matrix, and has good efficiency.

The goal of traditional Lucas-Kanade algorithm [3] is to minimize the sum of squared error between the template $T$ and the image $I$. That is to minimize:

$$\sum_x [I(W(x; p)) - T(x)]^2.$$  \hspace{1cm} (1)

Where, $x = (x, y)^T$ is a column vector containing the pixel coordinates, $W(x; p)$ denotes the parameterized set of allowed warps, e.g. considering affine warps with 6 parameters:
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\[ W(x; p) = \begin{pmatrix} (1+p_1)x + p_3y + p_5 \\ p_2x + (1+p_4)y + p_6 \end{pmatrix} = \begin{pmatrix} (1+p_1) & p_3 & p_5 \\ p_2 & (1+p_4) & p_6 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} \] and

\[ p = (p_1, p_2, p_3, p_4, p_5, p_6)^T. \]

The Inverse Compositional Algorithm [2] inverses the role of the template \( T \) and the image \( I \). That is,

\[ \sum_x [T(W(x; \Delta p)) - I(W(x; p))]^2. \] (2)

\( \Delta p \) can be estimated by Gauss-Newton algorithm:

\[ \Delta p = H^{-1} \sum_x [\nabla T \frac{\partial w}{\partial p}]^T [I(W(x; p)) - T(x)]. \] (3)

Where \( H \) is Hessian matrix of the template \( T : H = \sum_x [\nabla T \frac{\partial w}{\partial p}]^T [\nabla T \frac{\partial w}{\partial p}] \).

Then updates the warp:

\[ W(x; p) \leftarrow W(x; p) \circ W(x; \Delta p)^{-1}. \] (4)

(2) and (4) are iterated until the estimates of the parameters \( p \) converge.

3 Outlier Rejection

Image alignment is actually a form of template matching. When the object is occluded, or the brightness constancy assumption is invalid, it needs a robust and efficient algorithm to eliminate the outliers. Normalized cross-correlation [6] and normalized error value of the image and the template [7] is used to determine the outliers. However, when the gray-value of the discrepancy between the image and the template is small, the above algorithms fall easily. Considering the low resolution of aerial images, and edges being the most dominant features for many man-made objects such as vehicles and buildings, we develop an edge feature-based outlier rejection criterion. First, by the characteristic of spatial coherence of outliers, the template is subdivided into a set of rectangular blocks \( B_1, B_2, \ldots, B_k \), \( k \) is the number of the blocks). Then, we deal the template \( T \) and the image \( I \) with Canny operator [11], and score up the number of pixels whose values are 1, noting \( T_1, T_2, \ldots, T_k \) and \( I_1, I_2, \ldots, I_k \). Finally, we compute the ratio of \( T_i \) and \( I_i \), noting \( E_i, E_i = \frac{T_i}{I_i}, i = 1, 2, \ldots, k \). When \( E_i \) is above a threshold \( \tau_1 \) or under a threshold \( \tau_2 \), block \( B_i \) is classified as containing outlier pixels.
The block size may be 5x5 or 10x10 pixels, which performs finely in the experiments with the block size varies from 1 x 1 pixels to 20 x 20 pixels. This is a result of the slight smoothing in the computation of the Hessian. The threshold $\tau_1$ and $\tau_2$ is related with the edge feature of the template $T$. When the template $T$ has abundant edge feature, $\tau_1$ and $\tau_2$ can be chosen near to 1, and vice versa.

4 Kalman Filter

As Takahiro Ishikawa pointed out, large motion can easily result in the Inverse Compositional Algorithm falling into a local minimal [7]. Pyramid technique is often used to alleviate this problem [8]. In [8], large motion is resolved by building pyramids from the support vectors and using a coarse-to-fine approach in the classification. This method is complex and can’t completely eliminate the problem. Furthermore, the appropriate initial value is important. When the estimated initial value is close to the real value of object state, the iteration times is small, and the precision of optimization is high, and vice versa.

To account for these two problems, we introduce a Kalman filter estimator. By establishing precise motion model of the object, we predict the future position and velocity of the object, which makes the initial value locate near to the real value of object state.

Suppose that the motion is constrained on a two-dimension plane. The state vector is $X = [x, y, \dot{x}, \dot{y}, \ddot{x}, \ddot{y}]$, and the observation vector is $Z = [x, y]$. Where, $(x, y), (\dot{x}, \dot{y}), (\ddot{x}, \ddot{y})$ denotes the displacement, velocity and acceleration of the object. The state model [10] is:

$$
\begin{align*}
X(k+1) &= \Phi(k+1, k)X(k) + W(k) \\
Z(k+1) &= H(k+1)X(k+1) + V(k+1)
\end{align*}
$$

Where, $\Phi(k+1, k) = \begin{bmatrix} 1 & 0 & 1 & 0 & 0.5 & 0 \\
0 & 1 & 0 & 1 & 0 & 0.5 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$, $H(k+1) = H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}$, $W(k)$ is a zero-mean, white random noise, and $V(k+1)$ is a zero-mean, white observation noise.
Since the main motion of the object is the translation portion, we predict it by the velocity estimator. That is,

\[
\begin{align*}
    p_5 & \leftarrow p_5 + \hat{x} \\
    p_6 & \leftarrow p_6 + \hat{y}.
\end{align*}
\] (6)

Table 1. The comparison of the average iteration times before prediction and after prediction

<table>
<thead>
<tr>
<th>Test</th>
<th>Average iteration times before prediction</th>
<th>Average iteration times after prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.64</td>
<td>5.85</td>
</tr>
<tr>
<td>2</td>
<td>12.4</td>
<td>4.9</td>
</tr>
<tr>
<td>3</td>
<td>15.6</td>
<td>8.36</td>
</tr>
</tbody>
</table>

5 Occlusion Treating

5.1 Occlusion Detection

Occlusion detection is done by robust outlier rejection criterion proposed in Section 3. After performing outlier identification, we calculate the ratio of the occluded blocks. When the ratio of the occluded blocks is under a threshold \( T_1 \), we consider that the object is in partial occlusion, and let these blocks be away from calculation. When the ratio of the occluded blocks is above a threshold \( T_2 \), we consider that the object is in total occlusion. Total occlusion is resolved by updating the position of the object using the velocity estimation before total occlusion with the help of the Kalman filter proposed in Section 4.

5.2 Reappearance Detection

When the object is in total occlusion, we still estimate the number of blocks containing the outliers between the forecasting region and the template using robust outlier rejection criterion proposed in Section 3. When the ratio of the occluded blocks is under the threshold \( T_2 \), we consider the object appear again, and go to the step of reappearance verification. When the object is lost because of inaccuracies in platform pointing directions and long-time occlusion, we get back it by Kalman filter-based correlation matching. The details are as follows.

1. Searching region: Take the predicting value of the object as the center of searching region. The length and width of searching region is \( K \rho_x \) and \( K \rho_y \), respectively. Where, \( \rho_x \) and \( \rho_y \) is the predicting error in \( X \) and \( Y \) direction, \( K \) is searching coefficient, choosing \( K = 2 \) at first.
2. Perform correlation matching in searching region. If a potential object is hunt, go to step 3. Or else, enlarge the searching region by updating $K = K + 1$ and go on searching until a potential object is hunt.

3. When a potential object is hunt, go to the step of reappearance verification. If the potential object is the previously tracked object, stop. Or else, update $K = K + 1$ and go back to step 2.

5.3 Reappearance Verification

When the object reappears or the tracker gets back a potential object, we have to decide if the potential object is the previously tracked object. The difficulties are that the reappeared object may have change in pose, aspect and appearances. To handle this problem, a feature-based quasi-rigid alignment and flexible local template matching algorithm [9] is adopted. In feature-based quasi-rigid alignment step, first, detect lines by performing canny edge detection, and classify them into two groups (X-edges and Y-edges). Then, establish the line correspondences and their end point correspondences, and define one image flow field for each line. Finally, use the interpolated flow field to align the potential object and the template. After alignment, calculate the matching score between the potential object and the template by flexible local template matching. If the score is above a threshold, we assume that the potential object is the previously tracked object.

6 Experiment Results and Conclusion

Experiments on real images were conducted to investigate the performance of our tracking system. Fig. 1 shows results of the proposed outlier rejection criterion. In Fig. 1 the car being tracked is occluded by a pillar whose gray-value is very close to the tracked car. It can be seen that our criterion plus normalized error value criterion is more robust than normalized error value criterion. It is able to exclude more than ninety percent of outlier pixels and continues to track the car, while normalized error value criterion fails to exclude most of the outlier pixels, causing unsuccessful tracking.

We tested our algorithm in the presence of total occlusion, as is in Fig. 2. The tracked vehicle is occluded by trees for several seconds. When it reappears, the tracker gets back it successfully.

We extend the Inverse Compositional Algorithm, and successfully apply it in video-based vehicle tracking across airborne platform. First, we propose an edge feature-based outlier rejection criterion, which can eliminate the outliers caused by congestion and occlusion. Then, a Kalman filter estimator is introduced to decrease the iteration times and make the algorithm robust to large motion. Finally, a reappearance verification program is used to ensure the tracker get back the right object. Experimental results on real aerial videos shows the algorithm behaves well. Future work including vehicle detecting and multi-vehicle tracking will be done.
The proposed criterion plus normalized error value criterion

Normalized error value criterion

Reference Frame

Frame A

Frame B

**Fig. 1.** Two example frames from the sequence. The car being tracked is occluded by a pillar whose gray-value is very close to the tracked car. The yellow rectangle shows the location of the tracked car. In the top left of reference frame we show the template, and in the top left of frame A and frame B we show the tracked car region with the excluded blocks highlighted. In the middle left of each frame in the left column we show the template and the tracked car region after performing canny operator. Our criterion plus normalized error value criterion is able to exclude more than ninety percent of outlier pixels and so track the car successfully. The normalized error value criterion fails to exclude most of the outlier pixels and looses the track.

a. Before total occlusion

b. After total occlusion

**Fig. 2.** The results of our algorithm in total occlusion
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Abstract. This paper presents a novel and fast probabilistic method for white matter fiber tracking from diffusion weighted magnetic resonance imaging (DWI). We formulate fiber tracking on a nonlinear state space model which is able to capture both smoothness regularity of fibers and uncertainties of the local fiber orientations due to noise and partial volume effects. The global tracking model is implemented using particle filtering. This sequential Monte Carlo technique allows us to recursively compute the posterior distribution of the potential fibers, while there is no limitation on the forms of the prior and observed information. Fast and efficient sampling is realised using the von Mises-Fisher distribution on unit spheres. The fiber orientation distribution is theoretically formulated by combining the axially symmetric tensor model and the formal noise model for DWI. Given a seed point, the method is able to rapidly locate the global optimal fiber and also provide a connectivity map. The proposed method is demonstrated both on synthetic and real-world brain MRI dataset.

1 Introduction

Diffusion tensor MRI (DTI) has become a popular tool for non-invasive exploration of the anatomical structure of the white matter in vivo. It endows each voxel with a \(3 \times 3\) symmetric positive-definite matrix, which characterises the local water diffusion process. It is based on a Gaussianity assumption concerning water molecule motion. White matter fiber tracking or “tractography” estimates the fiber paths by tracing the local fiber orientations, which are corresponding to the principal eigenvectors of diffusion tensors. However, the fiber orientations measured by DTI are not completely reliable due to both noise and ambiguity at voxels where multiple fibers cross or branch. In the latter case, the diffusion process within the voxels is no longer Gaussian, and the diffusion tensor is an incomplete model of the diffusion signal. Thus, traditional streamline tracking approaches [1] are generally susceptible to errors in orientation measurement.

To deal with the uncertainty in fiber orientation measurements, probabilistic fiber tracking methods have received considerable interest recently [2,3,4,5]. Instead of reconstructing the fiber pathways, they aim to measure the probability of connectivity between brain regions. These methods can be described in terms of two steps. Firstly, they model the uncertainty in DTI measurements at each voxel using a probability density function (PDF) of the fiber orientations [4,5]. Behrens et al. [3] was the first to
formalise the PDF of local fiber orientations using a Bayesian model. Friman et al. [5] proposed an alternative Bayesian method based on a simplified tensor model that is more tractable. However, their PDF does not consider the uncertainty of partial volume effects. On the other hand, this PDF can also be determined from other sophisticated diffusion imaging modalities which can represent multi-fiber orientations at each voxel, such as high angular resolution imaging [6] and q-ball imaging. However, these new imaging methods require much more data acquisition time than that of DTI. Here, we focus on estimating the PDF of fiber orientations from DTI. Secondly, the probabilistic tracking algorithms simply repeat a streamline propagation process (typically 1000 ∼ 10000 times) with propagation directions randomly sampled from the PDF of fiber orientations. The fraction of the streamlines that pass through a voxel provides an index of the strength of connectivity between that voxel and the starting point. Most previous methods estimate the connectivity map by sampling directly from the PDF for fiber orientations. The sampling process is difficult, thus it is necessary to resort to Markov Chain Monte Carlo (MCMC) methods [3] or to evaluate the PDF discretely with low angular resolution. The intrinsic drawback of the previous methods is their computational complexity (often more than several hours on a high-end PC [3,5]), and this is unacceptable in practice.

In this paper, we propose a new probabilistic method for white matter fiber tracking. Our contributions are threefold: First, we formulate fiber tracking using a nonlinear state space model and recursively compute the posterior distribution using particle filtering [7,8,9]. This is a technique which has successfully been used in computer vision for visual tracking [10], contour extraction [11], etc. This sequential Monte Carlo technique provides a sound statistical framework for propagating a sample-based approximation of the posterior distributions. There is almost no restriction on the type of model that can be used. The proposed model can capture both smoothness regularity of the fibers and the uncertainties of the local fiber orientations. Since samples from the posterior path distribution are maintained at each propagation step, different decision criteria can be used to identify the true fiber. This procedure is similar to the active testing and tree pruning method for maximum a posteriori (MAP) road tracking developed by Geman et al. [12]. Given a seed point, our method is able to rapidly locate the global optimal fiber path and also provide the connectivity map. Our second contribution concerns the PDF modeling of local fiber orientations from DTI. To do so, we group diffusion tensors in white matter into two classes, namely prolate tensors and oblate tensors, according to the shape metrics in [13]. We then build PDF for each class separately. For prolate tensors, we characterise the uncertainty of fiber orientation based on the axially symmetric model of diffusion tensors [6] and a formal noise model for diffusion weighted MRI (DWI) [14]. For oblate tenors, since the fiber orientations are not collinear with the principal eigenvectors of diffusion tensors due to partial volume effects, we model the PDF using the normal distribution of the angle with the smallest eigenvectors of diffusion tensors. Finally, we use the von Mises-Fisher distribution to model prior and the importance density for sampling particles. This spherical distribution provides a natural way to model noisy directional data, and it can be efficiently sampled from using the Wood’s simulation algorithm [15].
Section 2 of this paper formally develops the global fiber tracking model based on particle filtering. Section 3 describes the various ingredients of the tracking model. We have tested the algorithm both on synthetic data and a real diffusion MRI dataset, and the experimental results are presented in Section 4. Section 5 concludes the paper.

2 Tracking Algorithm

The problem of fiber tracking from a 3D diffusion MRI volume is to extract the fiber pathway from a predefined seed point. Contrary to the standard tracking problem where the data arrive one bit after another as time progresses, we receive the whole set of data before tracking begins. Thus, at each step of propagation, we set the observation set as the data visible only from the current position. In this sense, the fiber tracking problem is similar to the contour extraction [11] and road tracking [12] in computer vision. However, it is a more challenging problem because there are numerous fiber paths in white matter that often crosses each other.

We formulate the fiber tracking problem using a state space model. Given the prior probability densities that characterise the properties of the expected fiber paths and the observation densities that characterise the uncertainty of local fiber orientations, a posterior distribution of the target fiber can be estimated. Because of the complex geometry of the fiber paths and the various uncertainties of the orientation measurements, both the prior density and the observation density in our case are non-Gaussian. Thus, standard linear state space techniques such as the Kalman filter are inappropriate here, and a nonlinear filter is necessary. In contrast to the work of Gossl et al. [16] which used the Kalman filter to locate the optimal path with regard to smoothness constraint for the fibers, our method deals with both smoothness regularity and uncertainties of fiber orientations induced by noise and partial volume effects.

2.1 Global Tracking Model

A white matter fiber path $P$ can be modeled as a sequence of points in the image space $\Omega \subset \mathbb{R}^3$, i.e. $P_{n+1} = (x_0, x_1, ..., x_{n+1})$, as shown in Fig. 1. Thus, starting from a seed point $x_0$, a progressive growing of a path in discrete time can be described as

$$x_{i+1} = x_i + \rho_i \hat{v}_i,$$

where $\rho_i$ and $\hat{v}_i$ are respectively the step size and the direction of propagation (unit vector) at step $i$. As most previous methods, we set the step size as a constant, i.e. $\rho_i = \rho, i = 0, ..., n$. Thus, the dynamics of a path growing is only determined by the propagation directions $\hat{v}_i$. In the following, we denote a path as a sequence of unit vectors $P_{n+1} = \hat{v}_{0:n} = \{\hat{v}_0, ..., \hat{v}_n\}$. Let $\mathcal{Y}$ be the set of observation or image data of a 3D DWI volume. The image data observed at $\hat{v}_i$ is $y_i = \mathcal{Y}(\hat{v}_i) = \mathcal{Y}(x_i)$. Our goal is to propagate a sequence of unit vectors that best estimates the true fiber path based on prior density $p(\hat{v}_{i+1}|\hat{v}_{0:i})$ and the observation model $p(\mathcal{Y}|\hat{v}_{0:i})$.

We assume that the tracking dynamics forms a Markov chain, so that

$$p(\hat{v}_{i+1}|\hat{v}_{0:i}) = p(\hat{v}_{i+1}|\hat{v}_i).$$
This means the new state is conditioned directly only on the immediately preceding state, independent of the past. Thus, the prior of the fiber path is

\[ p(\hat{v}_{0:n}) = p(\hat{v}_0) \prod_{i=1}^{n} p(\hat{v}_i | \hat{v}_{i-1}). \]  

(3)

Another assumption is that the observations or diffusion measurements are conditionally independent given \( \hat{v}_{0:n} \), i.e \( p(Y|\hat{v}_{0:n}) = \prod_{r \in \Omega} p(Y(r)|\hat{v}_{0:n}) \). We also assume that the diffusion measurement at a point does not depend on any points in the history of the path, i.e \( p(y_i|\hat{v}_{0:i}) = p(y_i|\hat{v}_i) \). Using Equation (3), the posterior distribution \( p(\hat{v}_{0:n}|Y) \) can be expanded to

\[ p(\hat{v}_{0:n}|Y) = p(\hat{v}_0|Y) \prod_{i=1}^{n} p(\hat{v}_i | \hat{v}_{i-1}, Y). \]  

(4)

Applying Bayes theorem, we have

\[ p(\hat{v}_i | \hat{v}_{i-1}, Y) = \frac{p(y_i | \hat{v}_i) p(\hat{v}_i | \hat{v}_{i-1})}{p(y_i)}. \]  

(5)

In our tracking model we do not assume any prior information about the diffusion measurements, thus we can simply consider \( p(y_i) \) as a constant regularity factor, so that

\[ p(y_i) = \int_{\hat{v}_i} p(y_i | \hat{v}_i) p(\hat{v}_i | \hat{v}_{i-1}). \]  

(6)

Most previous methods \[2,4,5\] for probabilistic fiber tracking estimate the posterior \( p(\hat{v}_{0:n}|Y) \) by sampling 1000 \( \sim 10000 \) streamline paths from \( p(y_i | \hat{v}_i) \). The sampling is difficult and time consuming. Moreover, these methods do not take into account the smoothness constraint for fibers. On the other hand, Friman et al. \[5\] estimate the posterior by sampling from \( p(\hat{v}_i | \hat{v}_{i-1}, Y) \). This sampling is again difficult and requires the computation of the integral in Equation (6) over the new state. To avoid these difficulties, they discretise the problem using a finite set of several thousand directions for propagating paths from \( \hat{v}_{i-1} \) to \( \hat{v}_i \). Thus, sampling the discretised version of \( p(\hat{v}_i | \hat{v}_{i-1}, Y) \) becomes possible, and the integral becomes a sum. In addition to introducing errors, this discretised sampling is still very time consuming, since all discretised directions must be evaluated at all locations in the volume. Moreover, previous simple sequential sampling methods may degenerate as the number of propagation steps becomes large \[9\].
2.2 Recursive Posterior Using Particle Filtering

We wish to estimate iteratively in time the posterior distribution. By inserting Equation (5) into Equation (4), we have

\[
p(\hat{v}_0:t|Y) = p(\hat{v}_0|Y) \prod_{i=1}^{n} p(\hat{v}_i|\hat{v}_{i-1}) \prod_{i=1}^{n} \frac{p(y_i|\hat{v}_i)}{p(y_i)},
\]

where \( p(\hat{v}_0|Y) \) is predefined. The modeling of the transition probability \( p(\hat{v}_i|\hat{v}_{i-1}) \) and the distribution \( p(y_i|\hat{v}_i) \) will be detailed in the next section. We recast the problem of tracking the expected fiber path as that of approximating the MAP path from the posterior distribution.

It is straightforward to obtain the following recursive formula for the posterior from Equation (7)

\[
p(\hat{v}_0:i+1|Y) = p(\hat{v}_0:i|Y) \frac{p(\hat{v}_{i+1}|\hat{v}_i)p(y_{i+1}|\hat{v}_{i+1})}{p(y_{i+1})}.
\]

Since the denominator of this expression requires the evaluation of a complex high-dimensional integral, it is infeasible to locate the maximum likelihood path analytically. Like above methods, we evaluate the posterior using a large number of samples which efficiently characterise the required posterior. Thus, the statistical quantities, such as the mean, variance and maximum likelihood, can be approximated based on the sample set. Since it is seldom possible to obtain samples from the posterior directly, here we use the particle filtering (sequential Monte Carlo technique) to recursively compute a finite set of sample paths from the posterior based on the Equation (8).

To sample a set of \( K \) paths, we set \( K \) particles at the starting location and allow them to propagate as time progresses. Given the states of the set of particles \( \{\hat{v}^{(k)}_0:i, k = 1, ..., K\} \) at time \( i \), the process of sequentially propagating the particles to the next time step \( i + 1 \) can be described in three stages. These are referred to as prediction, weighting and selection. Let \( \pi(\hat{v}_0:i|Y) \) be a so-called importance function which has a support including that of the posterior \( p(\hat{v}_0:i|Y) \). For our sequential importance sampling, suppose that we choose an importance function of the form

\[
\pi(\hat{v}_0:n|Y) = \pi(\hat{v}_0|Y) \prod_{i=1}^{n} \pi(\hat{v}_i|\hat{v}_{i-1}, Y).
\]

In the first prediction stage, each simulated path \( \hat{v}^{(k)}_0:i \) with index \( k \) is grown by one step to be \( \hat{v}^{(k)}_0:i+1 \) through sampling from the importance function \( \pi(\hat{v}^{(k)}_{i+1}|\hat{v}^{(k)}_i, Y) \). The new set of paths generally is not an efficient approximation of the posterior distribution at time \( i + 1 \). Thus, in the second weighting stage, we measure the reliability of the approximation using a ratio, referred to as the importance weight, between the truth and the approximation

\[
w^{(k)}_{i+1} = \frac{p(\hat{v}^{(k)}_{0:i+1}|Y)}{\pi(\hat{v}^{(k)}_0:i|Y)\pi(\hat{v}^{(k)}_{i+1}|\hat{v}^{(k)}_i, Y)}.
\]
We are more interested in the normalised importance weights, given by
\[
\tilde{w}_{i+1}^{(k)} = \frac{w_{i+1}^{(k)}}{\sum_{l=1}^{K} w_{i+1}^{(l)}}. \tag{11}
\]
Inserting Equation (8) and Equation (10) into the above expression, it goes as
\[
\tilde{w}_{i+1}^{(k)} \propto \tilde{w}_{i}^{(k)} \frac{p(\hat{v}_{i+1}^{(k)} | \hat{v}_{i}^{(k)}) p(y_{i+1} | \hat{v}_{i+1}^{(k)})}{\pi(\hat{v}_{i+1}^{(k)} | \hat{v}_{i}^{(k)}, \mathcal{Y})}. \tag{12}
\]
The choice of importance function plays an important role for the performance of particle filtering. This will be detailed in the next section. At this point the resulting weighted set of paths provides an approximation of the target posterior. However, the distribution of the weights \( \tilde{w}_{i+1}^{(k)} \) may becomes more and more skewed as time increases. The purpose of the last selection stage is to avoid this degeneracy. We measure the degeneracy of the algorithm using the effective sample size \( N_{eff} \) introduced in Liu [17],
\[
N_{eff} = \frac{1}{\sum_{k=1}^{K} (\tilde{w}_{i+1}^{(k)})^2}. \tag{13}
\]
When \( N_{eff} \) is below a fixed threshold \( N_s \), then resampling procedure is used [7,9].

The key idea here is to eliminate the paths or particles with low weights \( \tilde{w}_{i+1}^{(k)} \) and to multiply offspring particles with high weights. We obtain the surviving particles by resampling \( K \) times from the discrete approximating distribution according to the importance weight set \( \{ \tilde{w}_{i+1}^{(k)}, k = 1, \ldots, K \} \).

Both fiber reconstruction and connectivity map can be easily solved based on the discrete distribution of the posterior conveyed by the importance weight set. The MAP estimate of the true fiber path from starting point \( x_0 \) is the path with the maximal importance weight. In order to set up the connectivity map, the algorithm records the full tracking history of all the particles at each time step. The probability of connectivity between \( x_0 \) and points in the history of the paths is determined by the importance weight at that point before the resampling step.

3 Algorithm Ingredients

In this section, we give the details of the local ingredients of the global tracking model.

3.1 Observation Density

We commenced by showing how to set up \( p(y_{i} | \hat{v}_{i}) \), which encodes the uncertainty in local fiber orientation due to both noise and partial volume effects. Our observation density function is constructed using single diffusion tensor model. Despite its weakness in capturing complex fiber architecture, DTI is still the most widely used diffusion MRI modality. Formally, the diffusion-weighted intensity \( s_j \) is related to the diffusion tensor \( D \) by the Stejskal-Tanner equation [18]
\[
s_j = s_0 e^{-b_i \hat{g}_j^T D \hat{g}_j}, \tag{14}
\]
where gradient direction the $\hat{g}_j$ and the b-value $b_j$ are the scanner parameters for data acquisition, and, $s_0$ is the intensity with no diffusion gradients applied.

Let $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0$ be the decreasing eigenvalues of $D$ and $\hat{e}_1, \hat{e}_2, \hat{e}_3$ be the corresponding normalized eigenvectors. The degree of anisotropy of water diffusion at a voxel can be characterised using the fractional anisotropy (FA) of its diffusion tensor. We can classify the diffusion tensors in white matter into two groups: prolate tensors ($\lambda_1 > (\lambda_2 \approx \lambda_3)$) and oblate tensors ($\lambda_1 \approx \lambda_2 < \lambda_3$). This can be done using the prolate shape metric proposed by Westin et al. [13], i.e.

$$c_l = \frac{\lambda_1 - \lambda_2}{\sqrt{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}}.$$ (15)

In this work, we distinguish prolate tensors and oblate tensors by using a threshold $\tau = 0.25$.

**Fig. 2.** Example of the observation density of three tensors from the brain white matter. (a) a prolate tensor with $FA = 0.9299, c_l = 0.9193$. (b) a prolate tensor with $FA = 0.3737, c_l = 0.3297$. (c) an oblate tensor $FA = 0.7115, c_l = 0.2157$. For voxels with prolate tensors, the larger the value of $FA$ and $c_l$, the more focused the fiber orientation distribution. For voxels with oblate tensors, fiber orientations are focused on the plane spanned by the two leading eigenvector.

In the case of prolate tensors ($c_l > \tau$), it can be assumed that a single dominant diffusion direction, $\hat{e}_1$, is collinear with underlying fiber orientation. Borrowing ideas from Anderson [6], we suppose the prolate diffusion tensor within a voxel is a single axially-symmetric tensor. Let us set up a local coordinate system for the diffusion tensor $D$ so that it can be written as a diagonal matrix $\text{diag}(\lambda_\perp, \lambda_\perp, \lambda_{\parallel})$ where the axis corresponding to $\lambda_{\parallel}$ is associated with the fiber orientation. In spherical coordinates, let $\theta$ be the polar angle from the $\lambda_{\parallel}$-axis and $\psi$ be the azimuth angle from one of the $\lambda_{\perp}$-axis. Then, a gradient direction $\hat{g}_j$ with $(\theta, \psi)$ has local coordinates $g(\theta, \psi) = [\sin \theta \cos \psi, \sin \theta \sin \psi, \cos \theta]$. Thus, diffusion along $\hat{g}_j$ is

$$\hat{g}_j^T D \hat{g}_j = g(\theta, \psi) \cdot \text{diag}(\lambda_{\perp}, \lambda_{\perp}, \lambda_{\parallel}) \cdot g(\theta, \psi)^T = \lambda_{\perp} + \cos^2 \theta \cdot (\lambda_{\parallel} - \lambda_{\perp}).$$ (16)

Suppose the trace of the diffusion tensor $tr(D)$ is known and varies unsignificantly over the white matter. The mean of the three main diffusivities is $\bar{\lambda} = tr(D)/3$. It also
follows that $\lambda_{\parallel} = 3\lambda - 2\lambda_{\perp}$. Let $\hat{v}$ be the true fiber orientation, then $\cos \theta = \hat{v} \cdot \hat{g}_j$. Therefore, Equation (16) can be written as
\[ \hat{g}_j^T D \hat{g}_j = \lambda_{\perp} + 3(\hat{v} \cdot \hat{g}_j)^2(\lambda - \lambda_{\perp}). \] (17)
By inserting Equation (17) into Equation (14), we have
\[ s_j = s_0 e^{-b_j(\lambda_{\perp} + 3(\hat{v} \cdot \hat{g}_j)^2(\lambda - \lambda_{\perp}))}. \] (18)
The intensity measured along any gradient direction is subject to two unknown parameters $\hat{v}$ and $\lambda_{\perp}$.

Due to noise, the intensity $u_j$ in the DWI measured by the scanner is a noisy observation of the true intensity $s_j$. It is well known that the noise in MRI can be described accurately by a Rician distribution. Salvador et al. [14] formally investigated the errors in the logarithm of the intensity. They showed that the error distribution conforms closely to a normal distribution with a zero-mean and standard deviation equal to the inverse of the signal-to-noise ratio (SNR), i.e. $\epsilon_j = \log(u_j) - \log(s_j) \sim N(0, \sigma_j^{-1})$, where $\sigma_j = s_j / \sigma_j$ is the SNR. Let the intensities observed at voxel $i$ be $y_i = \{u_0, u_1, \ldots, u_M\}$ where $M$ is the number of gradient directions used in data acquisition. Then for prolate tensors, our observation density at voxel $i$ is found by multiplying the error distribution for DWIs of all gradient directions
\[ p(y_i|\hat{v}_i) = \prod_{j=1}^{M} \frac{\sigma_j}{\sqrt{2\pi}} e^{-\frac{\epsilon_j^2(\log u_j - \log s_j)^2}{2}}, \] (19)
where $s_j$ is given by Equation (13). To find the observation density of the variable $\hat{v}_i$ for fiber orientations, we need to solve the three unknown parameters, i.e. $\lambda = tr(D)/3$, $\lambda_{\perp}$ and $\sigma_j$, in Equation (19). The value of $tr(D)$ and $\lambda_{\perp}$ can be estimated using the method in [6]. Here, we simply set $tr(D)$ as the trace of the diffusion tensor $D$ estimated using the linear least squares estimation [13], and set $\lambda_{\perp} = (\lambda_2 + \lambda_3)/2$. The SNR is estimated using the weighted least squares method in [14]. Panels (a) and (c) of Fig. 2 show two examples of the fiber orientation distribution calculated using Equation (19). The figure tells that the orientation distribution of a prolate tensor is very concentrated when its $FA$ and $c_1$ is relatively large.

In the case of oblate tensors ($c_1 < \tau$), the dominant direction of diffusion is ambiguous and Equation (19) is inappropriate. It is possible that diffusion in the plane defined by $\hat{e}_1$ and $\hat{e}_2$ contains two or more significant non-collinear diffusion directions, each corresponding to a separate fiber tract. This situation may be indicative of fiber crossing and branching. This is a weakness of DTI. In this case, we set up a local coordinate system with $\hat{e}_3$ as its Z axis and represent the fiber orientation $\hat{v}$ in spherical coordinates. Let $\theta'$ be the polar angle from the $\hat{e}_3$-axis, i.e. $\theta' = \arccos(\hat{v} \cdot \hat{e}_3)$, and $\psi'$ be the azimuth angle (relative to an arbitrary reference direction in the plane spanned by $\hat{e}_1$ and $\hat{e}_2$). The vector $\hat{v}$ is mainly distributed on the plane spanned by $\hat{e}_1$ and $\hat{e}_2$. Hence, we choose the distribution of the polar angle $\theta'$ to be normal with mean $\pi/2$ and standard deviation $\sigma$. The azimuth $\psi'$ is assumed to have a uniform distribution over the interval $[0, 2\pi]$. Thus, our fiber orientation distribution for oblate tensors is given by
\[ p(y_i|\hat{v}) = \frac{1}{\sigma \sqrt{2\pi}} \exp(-\frac{(\arccos(\hat{v} \cdot \hat{e}_3) - \pi/2)^2}{2\sigma^2}) \cdot \frac{1}{2\pi}. \] (20)
Here, $\hat{e}_3$ is the eigenvector of the diffusion tensor $D$ estimated using linear least squares. Panel (c) of Fig.2 shows an example of the observation density of the fiber orientation of an oblate tensor in white matter.

### 3.2 Prior Density

The transition density $p(\hat{v}_{i+1}|\hat{v}_i)$ specifies a prior distribution for the change in fiber direction between two successive steps. Here, we adopt a model of the prior density based on the von Mises-Fisher (vMF) distribution over a unit sphere. This is one of the simplest parametric distribution for directional data.

For a $d$-dimensional unit random vector $x$, the probability density function for the vMF distribution is given by

$$f_d(x; \mu, \kappa) = \frac{\kappa^{d/2-1}}{(2\pi)^{d/2}I_{d/2-1}(\kappa)} \exp(\kappa \mu^T x),$$

where $\kappa \geq 0$, $||\mu|| = 1$, and $I_{d/2-1}(\cdot)$ denotes the modified Bessel function of the first kind and order $d/2 - 1$. The density $f_d(x; \mu, \kappa)$ is parameterised by the mean direction vector $\mu$ and the concentration parameter $\kappa$. The greater the value of $\kappa$ the higher the concentration of the distribution around the mean direction $\mu$. In particular, when $\kappa = 0$, the distribution is uniform over the sphere, and as $\kappa \to \infty$, the distribution tends to a point density. The distribution is rotationally symmetric around the mean $\mu$, and is unimodal for $\kappa > 0$.

In our case, the directions are defined on a two directional unit sphere in $\mathbb{R}^3$, i.e. $d = 3$. Thus, we choose our prior density as the vMF distribution with mean $\hat{v}_i$ and concentration parameter $\kappa$, i.e.

$$p(\hat{v}_{i+1}|\hat{v}_i) = f_3(\hat{v}_{i+1}; \hat{v}_i, \kappa).$$

The value of the concentration parameter $\kappa$ here controls the smoothness regularity of the tracked paths. The value of $\kappa$ is set manually to optimally balance the prior constraints on smoothness against the evidence of $v_{i+1}$ observed from the image data.

### 3.3 Importance Density Function

As discussed in Doucet et al. [8], the optimal importance density, which minimises the variance of the importance weight $\tilde{w}_{i+1}$ conditional upon $\hat{v}_{i+1}$ and $\mathcal{Y}$, is $p(\hat{v}_{i+1}|\hat{v}_i, \mathcal{Y})$. However, as discussed above, the optimal density suffers from two major drawbacks. In our case it is both difficult to sample from $p(\hat{v}_{i+1}|\hat{v}_i, \mathcal{Y})$ and to evaluate the integral analytically over the new state. Thus, our aim is to devise an suboptimal importance function that best represents $p(y_{i+1}|\hat{v}_{i+1})p(\hat{v}_{i+1}|\hat{v}_i)$ subject to the constraint that it can be sampled from.

A most popular choice is to use the prior distribution as the importance function, i.e

$$\pi(\hat{v}_{i+1}|\hat{v}_i, \mathcal{Y}) = f_3(\hat{v}_{i+1}; \hat{v}_i, \kappa).$$
The von Mises-Fisher distribution in Equation (22) can be efficiently sampled from using the simulation algorithm developed by Wood [15]. In this case, \( \hat{v}_{i+1} \) is predicted from \( \hat{v}_i \) and the importance weight is updated using \( \tilde{w}_{i+1} = \tilde{w}_i P(y_{i+1}|\hat{v}_{i+1}) \). However, the prior importance function is not very efficient. Since no observation information is used, the generated particles are often outliers of the posterior distributions. As a result, the weights may exhibit large variations and the estimation results may be poor. Indeed, if the diffusion tensor at \( \hat{v}_i \) is prolate, then the movement to the state \( v_{i+1} \) is mainly attributable to the fiber orientation distribution. Thus, the posterior distribution is more strongly influenced by the observation density. For prolate tensors, we believe that the observation density in Equation (19) is a good choice as the importance function. However, it is difficult to sample from. To overcome this problem, we model the observation density in Equation (19) using the von Mises-Fisher distribution. Since we use an axially symmetric tensor model, the distribution of fiber orientations in Equation (19) is also rotationally symmetric around the direction of largest probability, as shown in Fig. 2. We use the leading eigenvector, \( \hat{e}_i^1 \), of the diffusion tensor \( D_i \) at \( \hat{v}_i \) estimated using the linear least squares as the mean direction of the fiber orientation distribution. We have found experimentally that the leading eigenvector \( \hat{e}_i^1 \) of \( D_i \) is almost identical to the direction of maximum probability for the distribution in Equation (19). This is based on a test of 1000 prolate tensors from the brain MRI dataset in experimental section. The average difference between the two directions is less than 2°. The concentration parameter \( \nu_i \) at each state \( \hat{v}_i \) is set to \( \nu_i = 90 \times c_l(D_i) \). This choice is based on empirical trial and error. A more theoretically justifiable choice can be deduced from the shape of the ellipsoid of the tensor \( D_i \). Also, we can estimate \( \nu_i \) by fitting the von Mises-Fisher distribution to Equation (19) using the algorithm in [20]. However, this will increase the computational complexity of the algorithm. Moreover, it is not necessary for particle filtering that the importance density is exactly the same as the observation density. Therefore, for prolate tensors we set the importance density as

\[
\pi(\hat{v}_{i+1}|\hat{v}_i, Y) = f_3(\hat{v}_{i+1}; \hat{e}_i^1, \nu_i).
\]  

(24)

For oblate tensors, since the observation density in Equation (20) is wide, in this case we still use the prior as the importance density given in Equation (23).

### 3.4 Algorithm Outline

To summarise, the iteration steps of the algorithm are as follows:

- **given** \( K \) particles at step \( i : \hat{v}_{0;i}^{(k)}, k = 1, \ldots, K \)
- compute diffusion tensor \( D_i^{(k)} \) for each particle \( k \) using linear least square fitting
- **Prediction**: for \( k = 1, \ldots, K \)
  - if \( D_i^{(k)} \) is a prolate tensor, sample \( \hat{v}_{i+1}^{(k)} \) using Equation (24)
  - if \( D_i^{(k)} \) is an oblate tensor, sample \( \hat{v}_{i+1}^{(k)} \) using Equation (23)
- **Weighting**: for \( k = 1, \ldots, K \)
  - if prolate tensor, compute \( \tilde{w}_{i+1}^{(k)} \) from Equation (12) using Equation (19), (22) and (24)

---

F. Zhang et al.
• if oblate tensor, compute \( \tilde{w}_{i+1}^{(k)} \) from Equation (12) using Equation (20), (22) and (23).
• normalise all these weights

- **Selection**: Evaluate \( N_{eff} \) using Equation (13).
  • If \( N_{eff} \geq N_s \), then for \( k = 1, \ldots, K \), \( \hat{v}_{i+1}^{(k)} = \hat{v}_{i+1}^{*} \).
  • If \( N_{eff} < N_s \), then for \( k = 1, \ldots, K \), sample an index \( z(k) \) from discrete distribution \( \{ \tilde{w}_{i+1}^{(k)} \}_{k=1}^{K} \), and set \( \hat{v}_{i+1}^{(k)} = \hat{v}_{i+1}^{*}(z(k)) \), \( \tilde{w}_{i+1}^{(k)} = \frac{1}{N} \).

## 4 Experimental Results

We have tested the algorithm both on synthetic tensor fields and a real-world brain MRI dataset. Since our particles propagate in a continuous domain, an interpolation issue arises for the diffusion data that is acquired only on a discrete grid. Here, we choose the trilinear interpolation method introduced in [21]. It is computationally very cheap and can preserve the positive-definite constraint of tensors.

### 4.1 Synthetic Dataset

We have evaluated the performance of the algorithm on two artificial data. Our first example demonstrates the robustness of the algorithm under noise. To do this, we first generate a synthetic tensor field with \( 128 \times 128 \times 40 \) voxels, in-plane resolution \( 2 \times 2 \) millimeter (mm) and slice thickness \( 2 \) mm. The data contains a single cylinder, and the principal diffusion directions of the voxels within the cylinder form a concentric vector field, as shown in panel (a) Fig. 3. Each voxel is visualised by an ellipsoid whose axes are the three orthogonal eigenvectors of the tensor, and the lengths of the axes represent the eigenvalues. Then, we add different levels of i.i.d noise to each component of the tensor field. The proposed particle filter algorithm is then used to track the global optimal fiber (MAP path) from a seed point using 1000 particles for 650 propagation steps with step size \( 1 \) mm. Our result is compared with that of the standard local streamline method (FACT) [22] and the Bayesian method of Friman et al. [5]. For Friman’s method, we sample 1000 paths from the seed point using their discrete sampling technique with 2562 predefined directions on the unit sphere, and choose the path with maximal probability as the optimal fiber. The results of all three methods and the ground truth are plotted in panel (b) and (c) of Fig. 3. The figure shows that under mild noise (10% noise) both our method and the Friman’s method well reconstruct the true fiber, however, our method runs significantly faster than the Friman method. For instance, the MATLAB implementation of our method takes less than 100 seconds for 1000 samples to propagate 100 steps on a PC with P4 CPU. Our MATLAB implementation of the Friman’s method requires more than 2 hours to sample 1000 paths with the same length. Additionally, the MCMC method of Behrens et al. runs much more slowly according to their report [3]. On the other hand, when the noise is large (25% noise), our method performs better than the Friman’s method as shown in (c) of Fig. 3. This demonstrates that our algorithm samples paths more effectively due to the continuous
Fig. 3. (a) Synthetic data consisting of a cylinder and a sample slice with a zoomed view. (b) Results of our method, streamline method (FACT) [22] and the Friman method [5] under 10% noise. (c) Results under 25% noise.

simulation of Von Mises-Fisher distribution and the resampling technique of particle filtering. The results also reveal that the streamline method FACT is sensitive to noise, and that it performs more poorly than our method and Friman’s method under both mild and heavy noise.

The second example is to show the behavior of the algorithm under both noise and partial volume effects. We again generate a synthetic tensor field with $128 \times 128 \times 40$ voxels and the same voxel size as the first example. In this simulation, right angle crossing of horizontal and vertical fibers are imitated (as shown in the top row of Fig. 4). Additionally, we also add 10% noise to the data set. In the crossing area, the tensor’s first and second eigenvalues are assumed to be equal. As a consequence, the diffusion ellipsoids are oblate tensors in this area, in contrast to the prolate tensors in regions without fiber crossing. We then apply our method to track the fiber from a seed by propagating 1000 particles for 170 steps. The global optimal MAP path of the particle trajectories are computed and plotted in the bottom panel of Fig. 4. We also show the mean path of all the final particle trajectories. Although the principal eigenvector of the oblate tensors are not collinear with the fiber orientations, the result shows that our method still work fairly well under fiber crossing. The algorithm can interpolate over gaps in the transition evidence, and allows the prior density predominantly controls the propagation of particles at crossing areas. Since the aforementioned methods haven’t specifically considered the modeling of oblate tensors, in this case we don’t compare our result with others.
4.2 Brain Diffusion MRI

Real diffusion MRI data was acquired from a healthy adult volunteer using a Siemens Allegra 3T head-only scanner. A $128 \times 128 \times 58$ volume image was acquired with $2 \times 2 \times 2 mm$ resolution. A six-direction gradient scheme was used with 10 repetitions per-image, $b = 1000 s/mm^2$ for the gradient directions, and $b = 0 s/mm^2$ for the baseline image. Repetitions were aligned via rigid registration of the baseline images.

We first set a seed point in the Corpus Callosum, and then applied our algorithm to track fibers from both sides of the principal direction of the seed point. A step length of 1mm and 2000 particles were used. The trajectories of all particles are fully recorded. A particle is eliminated and resampled when it enters into gray matter. A threshold of 0.2 of the FA is used to distinguish voxels in white matter and gray matter. We set a maximum length of 60 steps in each side of the seed to terminate the tracking process. Panel (a1) of Fig. 5 shows the global optimal MAP path from the seed point at the final step. Panel (b1) shows 300 sample paths generated by the particles. The result is compared with that of the Friman’s method [5] with 300 sampled paths. In our method, particles with low probability of existence are eliminated during resampling stage. Thus, the sampled paths are most concentrated around the final optimal fiber. In contrast, the sampled paths of the Friman’s method are more dispersed. On the other hand, the sampled paths in (a2) reveals that our probabilistic algorithm is able to handle splitting fiber bundles and ambiguous neighborhoods. Another tracking example is shown in the bottom row of Fig. 5. The algorithm is seeded at a point in the Cingulum bundles, and
it propagates for a total of 80 steps. The results show that Friman’s method generates a large number of very short paths which have low probabilities. Our method samples more representable paths surrounding the optimal candidate. However, since there is currently no real ground truth fiber data, it is difficult to quantitatively evaluate or to validate the performance of the different fiber tracking algorithms. In our algorithm, the probability of connectivity between the seed point and other traversed voxels is naturally provided by the normalised importance weights of particles.

Fig. 5. Column 1: Global optimal fibers of our method. Column 2: 300 path samples of our method. Column 3: 300 path samples of Friman’s method.

5 Conclusion

We have presented a new method for probabilistic white matter fiber tracking. The global tracking model is formulated using a state space framework, which is implemented by applying particle filtering to recursively estimate the posterior distribution of fibers and to locate the global optimal fiber path. Each ingredient of the tracking algorithm is detailed. Fiber orientation distribution is formulated in a theoretical way by combining the axially symmetric tensor model and a noise model for DWI. Fast and efficient sampling is realised using the von Mises-Fisher distribution. As a consequence, there is no need to apply MCMC sampling or to discretise the state space to sample paths from the fiber orientation distribution. Unlike previous methods which are computationally expensive, given a seed point our method is able to rapidly locate the global optimal fiber and compute the connectivity map for the seed point.
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Abstract. The complexity of visual representations is substantially limited by the compositional nature of our visual world which, therefore, renders learning structured object models feasible. During recognition, such structured models might however be disadvantageous, especially under the high computational demands of video. This contribution presents a compositional approach to video analysis that demonstrates the value of compositionality for both, learning of structured object models and recognition in near real-time. We unite category-level, multi-class object recognition, segmentation, and tracking in the same probabilistic graphical model. A model selection strategy is pursued to facilitate recognition and tracking of multiple objects that appear simultaneously in a video. Object models are learned from videos with heavy clutter and camera motion where only an overall category label for a training video is provided, but no hand-segmentation or localization of objects is required. For evaluation purposes a video categorization database is assembled and experiments convincingly demonstrate the suitability of the approach.

1 The Rational for Compositionality

Combined tracking, segmentation, and recognition of objects in videos is one of the long standing challenges of computer vision. When approaching real world scenarios with large intra-category variations, with weak supervision during training, and with real-time constraints during prediction, this problem becomes particularly difficult. By establishing a compositional representation, the complexity of object models can be reduced significantly and learning such models from limited training data becomes feasible. However, a structured representation might entail disadvantages during recognition, especially given the high computational demands of video. We present a compositional approach to video analysis that performs near real-time and demonstrates how the key concept of compositionality can actually be exploited for both, rendering learning tractable and making recognition computationally feasible.

Our compositional video analysis system unites category-level, multi-class object recognition, segmentation, and tracking in the same probabilistic graphical
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model. Moreover, this Bayesian network combines compositions together with object shape. Learning object models requires only a category label for the most prominent object in a complete video sequence, thereby even tolerating distracting clutter and other objects in the background. Category specific compositions of local features are automatically learned so that irrelevant image regions can be identified and discarded without supervision. As a result tedious hand-segmentations, object localizations, or initializations of a tracker become superfluous. Since there has been only very little work on category-level segmentation and recognition in video we have started assembling a video categorization database for evaluation purposes that consists of four object categories (bicycle, car, pedestrian, and streetcar). Videos have been recorded in their natural outdoor environment and show significant scale variation, large intra-category variability, camera panning, and background clutter. Compositional Object Recognition, Segmentation, and Tracking in Video

Compositionality (e.g. [11]), which serves as a foundation for this contribution, is a general principle in cognition and can be especially observed in human vision [3]. Perception exhibits a strong tendency to represent complex entities by means of comparably few, simple, and widely usable parts together with relations between them. Rather than modeling an object directly based on a constellation of its parts (e.g. [21]), the compositional approach learns intermediate groupings of parts. As a consequence, compositions bridge the semantic gap between low level features and high level object recognition by modeling category-distinctive sub-regions of an object, which show small intra-category variations compared to the whole object. The robustness of compositions to image changes can be exploited for tracking and grouping them over consecutive video frames. This temporal grouping of compositions improves the compositional image representation and enhances object segmentation and recognition. To be able to simultaneously recognize multiple objects in a video, we have incorporated a model selection strategy that automatically estimates the correct model complexity based on a stability analysis.

2 Related Work

Category-level recognition, segmentation, and tracking of objects in videos is related to a number of subtasks. First, motion information can be exploited by selecting relevant features for tracking (e.g. [22]) and establishing correspondences between frames, e.g. using the method of Lucas and Kanade [13]. Second, most methods for recognition describe objects based on local descriptors such as SIFT features [14] or flow histograms [7], and template-based appearance patches (e.g. [112]). Combining local features in an object model can then proceed along several lines. A simple approach is to compute descriptors on a regular grid and concatenate all cells to obtain a joint model [7]. More complex representations of the spatial object structure are constellation models [9], hough voting strategies [14], many-to-many feature correspondences [8], image parsing graphs [21], and compositional models [18]. Viola and Jones have proposed a real-time recognition system for faces that is based on a cascade of classifiers [25]. Another
Fig. 1. Sketch of the processing pipeline for tracking, segmentation, and category-level object recognition in video

... object class that many vision systems have been specifically developed for are pedestrians, e.g. [26, 10]. Tracking algorithms have been studied for instance in [1] as well as [23], where the latter also presents a query-by-example approach to recognition that searches for regions which are similar to a user selected one. In contrast to tracking of a user specified region [5, 2], Goldberger and Greenspam [12] propose a method for using segmentations of previous video frames to obtain a segmentation for the next.

3 Compositional Approach to Video Analysis

The following gives an overview of our compositional approach to video analysis (illustrated in Figure 1) before presenting the details in later sections. A novel video is analyzed sequentially in a frame-by-frame manner, while the underlying statistical model is propagating information over consecutive frames. Once a new frame is available, optical flow is estimated at interest points. These points and their motion pattern constitute the atomic parts of the composition system. Since interest points and their optical flow cannot be computed reliably, tracking individual points through a whole image sequence becomes error-prone. Therefore, we establish compositions of parts which are represented by probability distributions over their constituent parts. As a result, compositions are invariant with respect to individual missing parts and can be tracked reliably through a video by considering the optical flow distribution of all their constituents. The correspondence of compositions in consecutive frames is used to
group a composition over time. Subsequently, multiple segmentations are established. Therefore, compositions are clustered into different numbers of segments. To find an appropriate segmentation we incorporate a model selection strategy that analyzes the stability of the proposed segmentations over the preceding frames. The model with highest stability is then selected and combined with models from previous video frames to segment the current frame. Recognition of objects in the individual segments is then based on an extension of the compositional shape model from [18] which couples all compositions belonging to the same segment in a Bayesian network. The object category label is then obtained using probabilistic inference based on this model. In conclusion, tracking object constituents, segmenting objects from another, and recognizing the object category are all captured by the same statistical model, namely the graphical model illustrated in Figure 4. In this model, object representations of consecutive frames are linked together by a Markov backbone that connects segmentations of subsequent frames. Learning the underlying structured object model for a category proceeds in an unsupervised manner without requiring hand-segmentations or localization of objects in training videos.

3.1 Atomic Compositional Constituents

Based on the method of Shi and Tomasi [22] interest points are detected in every video frame, see Figure 2 a). Interest points from a preceding frame are then tracked into the next one using the Lucas-Kanade tracking algorithm [15]. This registration of points in consecutive frames yields an estimate of the optical flow \( d_i^t \) at interest point \( i \) in frame \( t \), i.e. the displacement vector, see Figure 2 b). The interest points constitute the atomic parts of the composition system.

**Codebook-Based Representation of Atomic Parts**: Compositions can have different numbers of constituents and are, therefore, represented by a distribution over a codebook of atomic parts. Let \( e_i^t \) denote a feature vector that represents an atomic part \( i \) in frame \( t \). The codebook that is used for representing compositions is then obtained by performing \( k \)-means clustering on all feature vectors.
\( \mathbf{e}_i^t \) from the training data. This vector quantization yields a common codebook of atomic parts for all object categories. To robustify the representation, each feature is described by a Gibbs distribution \[27\] over the codebook rather than by its nearest prototype: Let \( d_{\nu}(\mathbf{e}_i^t) \) denote the squared euclidean distance of a measured feature \( \mathbf{e}_i^t \) to a centroid \( \mathbf{a}_\nu \). The local descriptor is then represented by the following distribution of its cluster assignment random variable \( F_i \),

\[
P(F_i = \nu|\mathbf{e}_i^t) := Z(\mathbf{e}_i^t)^{-1} \exp \left(-d_{\nu}(\mathbf{e}_i^t)\right),
\]

\[
Z(\mathbf{e}_i^t) := \sum_\nu \exp \left(-d_{\nu}(\mathbf{e}_i^t)\right).
\]

**Local Descriptors:** We use two different kinds of local features to represent local parts. The first type simply represents the optical flow at an interest point, whereas the second is based on localized feature histograms \[17\] of a small surrounding region. As optical flow has to be estimated for tracking in any case, this representation has the advantage that no extra feature detector needs to be computed at each interest point and, therefore, saves computation time. For each interest point \( i \) in frame \( t \) we use its optical flow \( \mathbf{d}_i^t \), giving a 2-dimensional feature vector \( \mathbf{e}_i^t = \mathbf{d}_i^t \).

The second local descriptor is formed by extracting quadratic image patches with a side length of 20 pixels at interest points. Each patch is divided up into four equally sized subpatches with locations fixed relative to the patch center. In each of these subwindows marginal histograms over edge orientation and edge strength are computed (allocating four bins to each of them). Furthermore, an eight bin color histogram over all subpatches is extracted. All these histograms are then combined in a common feature vector \( \mathbf{e}_i^t \).

A separate codebook is established for both types of features (optical flow features are quantized with a 10 dimensional codebook, the localized feature histograms are represented by a 60 dimensional codebook). Tracking of compositions and object segmentation is then based on the optical flow alone. Only the final inference of the object category based on the compositions in a foreground segment uses the complex, second descriptor type.

### 3.2 Compositions of Parts

In the initial frame of a video \( (t = 0) \), a random subset of all detected interest points is selected. Each of these points is then grouped with the atomic parts in its local neighborhood (radius of 25 pixel) yielding compositions of atomic parts. A composition in frame \( t \) is then represented by a mixture distribution (with uniform mixture weights) over the densities \[11\] of its constituent parts (cf. \[13\]). Let \( \nu \).

\( T_j^f = \{\mathbf{e}_i^t, \ldots, \mathbf{e}_m^t\} \) denote the grouping of parts represented by features \( \mathbf{e}_1^t, \ldots, \mathbf{e}_m^t \). The multivariate random variable \( G_j^f \) does then represent the composition consisting of these parts. A realization \( \mathbf{g}_j^f \in [0, 1]^k \) of this random variable is a multivariate distribution over the \( k \)-dimensional codebook of atomic parts

\[
\mathbf{g}_j^f \propto \sum_{i=1}^m \left( P(F_i = 1|\mathbf{e}_i^t), \ldots, P(F_i = k|\mathbf{e}_i^t) \right)^T.
\]
Finally, each of the $k$ dimensions is independently standardized to zero mean and unit variance across the whole training set, giving z-scores. This mixture model has the favorable property of robustness with respect to variations in the individual parts. As we are having two types of features $e_i$ we obtain two representations of a composition $j$: $g_j^t$ is the representation based on localized feature histograms, whereas $\tilde{g}_j^t$ builds on optical flow.

Compositions are tracked throughout a video based on the average flow estimated at their constituent parts. Given the position $x_j^t$ of a composition in frame $t$ and the optical flow vectors of its parts $d_i^t$, its predicted position in the next frame is

$$x_j^{t+1} = x_j^t + \frac{1}{m} \sum_{i=1}^{m} d_i^t. \quad (3)$$

In the next frame $t + 1$ the assignment of parts to compositions is updated since new interest points are computed. Therefore, all parts $e_i^{t+1}$ in the local neighborhood of a composition $g_j^{t+1}$ are assigned to this composition.

### 3.3 Temporal Grouping of Compositions

Whereas the preceding grouping was a spatial one (based on proximity) the following will present a grouping of compositions over time. By grouping compositions over consecutive frames, compositions of compositions can be formed that are more robust with respect to measurement errors in individual frames such as incorrect flow estimates. A temporal grouping of the $j$-th composition over consecutive frames yields the higher-order composition $h_j^t$ which is represented by the distribution

$$h_j^t \propto \begin{cases} 
\eta g_j^t + (1 - \eta)h_j^{t-1}, & \text{if } t > 1, \\
g_j^t, & \text{else}.
\end{cases} \quad (4)$$
Fig. 4. Graphical model that unites category-level object recognition, segmentation, and tracking in the same statistical framework. Shaded notes denote evidence. The graph shows the dependencies between the three processes for frame $t$ as well as the connection with the preceding frame. The involved random variables are the following: compositions represented with localized feature histograms, $G^t_j$, and with optical flow, $\tilde{G}^t_j$. Temporal groupings of compositions: $H^t_j$ and $\tilde{H}^t_j$. Location of $j$-th composition: $X^t_j$. Assignment of compositions to segments: $Q^t_j$. Combining multiple segmentations over consecutive frames: $\hat{Q}^t_j$. Segment priors: $\gamma^{t,\nu}$. Segment prototypes: $\theta^{t,\nu}$. Classification of object in segment $\nu$: $C^{t,\nu}$. Localization of the object: $X^{t,\nu}$.

The flow representation of compositions is computed according to the same recursion formula, i.e. $\tilde{h}^{t}_j \propto \eta \tilde{g}^{t}_j + (1 - \eta)\tilde{h}^{t-1}_j$, and the mixture weight is chosen to be $\eta = 1/2$. The corresponding transition probability of the graphical model in Figure 4 is defined as

$$p(h^t_j|g^t_j, h^{t-1}_j) := 1_{\{h^t_j \propto \text{Eq. (4)}\}} \in \{0, 1\}. \quad (5)$$

In Figure 2 c) the centers $x^t_j$ of compositions $\tilde{h}^t_j$ are displayed. As described in Section 3.2, each composition is represented by a probability distribution over a codebook of atomic parts. The brightness of the circle at $x^t_j$ encodes the index of the codebook vector that has received most probability mass. In Figure 3 strong camera panning results in unreliable optical flow estimates at interest points. Compositions, however, can compensate for this difficulty and establish the foundation for an accurate segmentation. In conclusion, the visualizations show that compositions are actually valuable for a subsequent segmentation of objects.
3.4 Obtaining Multiple Segmentation Hypotheses

Subsequently, several initial hypotheses for the locations and shapes of objects that are present in a video frame are to be derived from the compositions. Since there is no prior information regarding the number of objects that are present in a scene, we have to address a difficult model selection problem. Therefore, several segmentations with varying numbers of segments are established. Model selection is then performed to retrieve the most reliable segmentation. Each segmentation partitions compositions in the optical flow feature space, $\tilde{h}_j^t$, into $K$ segments using histogram clustering (e.g. see [19]): Compositions defined by (1) are represented as multivariate distributions over the $k$-dimensional part codebook, $\tilde{h}_j^t = (\tilde{h}_{j,1}^t, \ldots, \tilde{h}_{j,k}^t) \in [0,1]^k$ with $\sum_{l=1}^{k} \tilde{h}_{j,l}^t = 1$. The aim of clustering is then to represent $\tilde{h}_j^t$ by a mixture of $K$ clusters $\theta^{t,1}, \ldots, \theta^{t,K} \in [0,1]^k$ with $\sum_{l=1}^{k} \theta_{l}^{t,\nu} = 1$ and mixture weights or class priors $\gamma^{t,1}, \ldots, \gamma^{t,K} \in [0,1]$,\n
$$p(\tilde{h}_j^t | \theta^{t,1}, \ldots, \theta^{t,K}, \gamma^{t,1}, \ldots, \gamma^{t,K}) = \sum_{\nu=1}^{K} \gamma^{t,\nu} p(\tilde{h}_j^t | \theta^{t,\nu}). \quad (6)$$

The individual mixture components are approximated by multinomial distributions, i.e. for large $N \in \mathbb{N}$ the distribution of $\tilde{h}_{j,l}^t \cdot N$ is multinomial with
parameter $\theta^{t,\nu}$. Transforming the definition of the multinomial distribution yields

$$
p \left( \tilde{h}_j^t \mid \theta_{i}^{t,\nu} \right) = \frac{N!}{\prod_i [h_{j,i}^t]^N} \prod_i (\theta_{i}^{t,\nu})^n_i^t \quad (7)
$$

$$
= \frac{N!}{\prod_i [h_{j,i}^t]^N} \exp \left( \sum_i \tilde{h}_j^t \log \tilde{h}_{j,i}^t \right) \exp \left\{ \sum_i \tilde{h}_j^t \log (\theta_{i}^{t,\nu})^N \right\} \quad (8)
$$

$$
= \frac{N!}{\prod_i [h_{j,i}^t]^N} \prod_i (\tilde{h}_j^t, l_i) \tilde{h}_i^t, l_i \cdot \exp \left\{ - \sum_i \tilde{h}_j^t \log \frac{\tilde{h}_j^t, l_i}{(\theta_{i}^{t,\nu})^N} \right\} \quad (9)
$$

$$
= \frac{N!}{\prod_i [h_{j,i}^t]^N} \prod_i (\tilde{h}_j^t, l_i) \tilde{h}_i^t, l_i \cdot \exp \left\{ -D_{KL} \left( \tilde{h}_j^t \mid (\theta_{i}^{t,\nu})^N \right) \right\}. \quad (10)
$$

Here $D_{KL}(\cdot || \cdot)$ denotes the Kullback-Leibler distance between compositions and cluster prototypes while the prefactors are for normalization purposes. The clusters $\theta^{t,\nu}$ and the assignment $Q_j^t \in \{1 : K\}$ of compositions to clusters, i.e. $P(Q_j^t = \nu) := \text{Prob}\{j\text{-th composition assigned to cluster } \nu\}$, are computed by iterating an expectation-maximization algorithm \[16\]. In the expectation-step, assignment probabilities of compositions to segments are computed conditioned on the current estimate of clusters,

$$
P \left( Q_j^t = \nu \right) := \frac{\gamma^{t,\nu} p \left( \tilde{h}_j^t \mid \theta_{i}^{t,\nu} \right)}{\sum_\nu \gamma^{t,\nu} \sum_j p \left( \tilde{h}_j^t \mid \theta_{i}^{t,\nu} \right)}. \quad (11)
$$

In the maximization-step, class priors $\gamma^{t,\nu}$ and cluster prototypes $\theta_{i}^{t,\nu}$ are updated conditioned on the assignment probabilities

$$
\gamma^{t,\nu} := \frac{\sum_j P(Q_j^t = \nu)}{\sum_{\nu', \nu} P(Q_j^t = \nu')} \quad \text{and} \quad \theta_{i}^{t,\nu} := \frac{\sum_j P(Q_j^t = \nu) \tilde{h}_j^t, l_i}{\sum_j P(Q_j^t = \nu)}. \quad (12)
$$

After convergence of the EM-algorithm, the cluster assignment probabilities $P(Q_j^t = \nu)$ of compositions represent the segmentation of a video frame into $K$ segments. Since background is surrounding objects, the segment that covers most of the frame border is labeled as background, $\nu = \text{BG}$. Figure 4 shows segmentations with 2, 3, and 4 segments for two video frames. Interest points in the different segments are displayed in distinct color (black is used for the background segment).

### 3.5 Model Selection to Identify Reliable Segmentation Hypotheses

As there is no prior information regarding the number of objects that are present in a scene we pursue a model selection strategy to estimate the number of object segments. Therefore, segmentations $Q_j^t(K)$ for different numbers $K$ of segments are established in each frame (currently we use $K = 2, \ldots, 5$). Bipartite matching
is performed to make the current segmentation comparable with the one of the previous frame, i.e. labels are permuted so that they fit best to the preceding segment labeling. We then combine multiple segmentations of consecutive video frames into a single, more robust one $\hat{Q}_j^t(K)$, with

$$P(\hat{Q}_j^t(K) = \nu | Q_j^t(K), \hat{Q}_j^{t-1}(K))$$

\[
\propto \begin{cases} 
\eta P(Q_j^t(K) = \nu) + (1-\eta)P(\hat{Q}_j^{t-1}(K) = \nu | Q_j^{t-1}(K), \hat{Q}_j^{t-2}(K)), & \text{if } t > 1, \\
P(Q_j^t(K) = \nu), & \text{else}.
\end{cases}
\]

This dependency between segmentations of consecutive frames constitutes the Markov backbone that is represented at the bottom of the graphical model in Figure 4. It propagates segmentation hypotheses from previous frames into the current one.

An inappropriate model complexity is likely to yield unstable segmentations that change even when the input data varies only slightly. By observing the fluctuations of segmentations over multiple frames we can estimate their stability (cf. 20) and select the most appropriate model complexity (see Figure 5 for an illustration). The stability $\zeta^t(K)$ of a $K$ cluster segmentation is measured by the entropies $\mathcal{H}$ of the segment assignments

$$\zeta^t(K) := \sum_j \mathcal{H}(\hat{Q}_j^t(K)) = - \sum_j \sum_{\nu=1}^{K} P(\hat{Q}_j^t(K) = \nu) \log P(\hat{Q}_j^t(K) = \nu).$$

The optimal number of segments is determined by selecting the $K^*$ that minimizes this stability measure and we use the abbreviation $P(\hat{q}_j^t) := P(\hat{Q}_j^t(K^*) = \hat{q}_j^t)$.

The location of the $\nu$-th segment center $x^t(\nu)$ is estimated as the center of mass of all compositions assigned to this segment ($j \in A^t_\nu$)

$$x^{t,\nu} := \frac{1}{|A^t_\nu|} \sum_{j \in A^t_\nu} x_j^t, \quad A^t_\nu := \{ j : \nu = \arg\max_{\nu'} P(\hat{Q}_j^t(K) = \nu') \}.$$

### 3.6 Compositional Shape Model for Object Recognition

In every frame of a novel test video, the objects that are present in the individual segments have to be recognized. Therefore, all compositions $h_j^t$, $j \in A^t_\nu$ that are assigned to a segment $\nu$ are coupled in the graphical model shown in Figure 6. This statistical model is founded on the compositional shape model from 18. The category $c^{t,\nu} \in \mathcal{L}$ of the object in segment $\nu$ can then be inferred from its posterior distribution

$$P(c^{t,\nu} | x^{t,\nu}, \{ h_j^t, x_j^t, \hat{q}_j^t \}_j)$$

\[
= \frac{p(\{ h_j^t, x_j^t, \hat{q}_j^t \}_{j \in A^t_\nu}, \{ h_j^t, x_j^t, \hat{q}_j^t \}_{j \notin A^t_\nu} | c^{t,\nu}, x^{t,\nu}) P(c^{t,\nu} | x^{t,\nu})}{p(\{ h_j^t, x_j^t, \hat{q}_j^t \}_j | x^{t,\nu})}
\]
by applying Bayes’ formula. Now the denominator can be skipped because it is independent of \( c_{t,\nu} \). Furthermore, the category of an object should be independent of its absolute position in a frame and there should be no bias on any category, i.e. all classes are a priori equally likely. Therefore, \( P(c_{t,\nu}|x_{t,\nu}) \) can be discarded as well.

\[
\ldots \propto p \left( \{h_j^t, x_j^t, \hat{\theta}_j^t\}_{j \in \mathcal{A}_t^\nu}, \{h_j^t, x_j^t, \hat{\theta}_j^t\}_{j \notin \mathcal{A}_t^\nu} \middle| c_{t,\nu}, x_{t,\nu} \right).
\]

Since the category of segment \( \nu \) determines only compositions that have been assigned to this segment (i.e. \( j \in \mathcal{A}_t^\nu \)), all other compositions are independent of \( c_{t,\nu} \) and can be skipped. Moreover, an assignment to segment \( \nu \) implies \( \hat{\theta}_j^t = \nu \). Therefore \( \hat{\theta}_j^t \) can be dropped as well for \( j \in \mathcal{A}_t^\nu \) and we obtain

\[
\ldots \propto p \left( \{h_j^t, x_j^t\}_{j \in \mathcal{A}_t^\nu} \middle| c_{t,\nu}, x_{t,\nu} \right).
\]

Compositions are conditionally independent, conditioned on the object model parameters \( c_{t,\nu} \) and \( x_{t,\nu} \). Therefore, the likelihood factorizes and we can apply Bayes’ formula again to obtain

\[
\ldots \propto \prod_{j \in \mathcal{A}_t^\nu} \frac{P \left( c_{t,\nu}|x_{t,\nu}, h_j^t, x_j^t \right) \cdot p \left( h_j^t, x_j^t|x_{t,\nu} \right)}{P \left( c_{t,\nu}|x_{t,\nu} \right)}.
\]

The factor \( p \left( h_j^t, x_j^t|x_{t,\nu} \right) \) does not depend on the object category and can be omitted. Moreover, the category of an object should be independent of its absolute position in a frame and there should be no bias on any category. Therefore, \( P(c_{t,\nu}|x_{t,\nu}) \) can again be left out and we obtain

\[
\ldots \propto \prod_{j \in \mathcal{A}_t^\nu} \frac{P \left( c_{t,\nu}|h_j^t, S_{t,\nu}^j = x_{t,\nu} - x_j^t \right)}{P \left( c_{t,\nu} \right)}
\]

\[= \exp \left[ \sum_{j \in \mathcal{A}_t^\nu} \ln \left( p \left( c_{t,\nu}|h_j^t, S_{t,\nu}^j = x_{t,\nu} - x_j^t \right) \right) \right].
\]

Here the relative position of a composition with respect to the object center is represented by the shift \( S_{t,\nu}^j = x_{t,\nu} - x_j^t \). Nonlinear kernel discriminant analysis (NKDA) \cite{11} is used to estimate the distribution in \( \mathcal{A}_t^\nu \). Therefore, probabilistic two-class kernel classifiers are trained on compositions extracted form the training data. These classifiers are coupled in a pairwise manner to solve the multi-class problem (see \cite{11}). During recognition, an object can be recognized efficiently by applying the classifier to all compositions \( h_j^t \) and computing \( \mathcal{A}_t^\nu \).

4 Evaluation

For still-image categorization large benchmark databases are available and the compositional approach has been shown (see \cite{11}) to yield competitive performance compared to state-of-the-art methods in this setting. However, for the
weakly supervised video analysis task that is pursued in this contribution there are, to the best of our knowledge, no comparable benchmark datasets available. Therefore, we have assembled a database for category-level object recognition in video consisting of 24 videos per category (categories car, bicycle, pedestrian, and streetcar). As can be seen from the examples in the figures, videos feature large intra-category variation (cf. Figure 6a and 6e), significant scale and viewpoint variation (e.g. Figure 7d, g), camera panning (cf. Figure 3), and background clutter. In the following, experiments are performed using 10-fold cross-validation. For each cross-validation step a random sample of 16 videos per category is drawn for training keeping the remainder for testing. Learning proceeds then on a randomly selected subset of 15 frames per video, while testing is performed on each frame. To avoid a bias towards categories with more test frames we average the retrieval rates for each category separately before averaging these scores over all frames. This evaluation approach has become the standard evaluation procedure in image categorization (e.g. see [18]).

4.1 Evaluating the Building Blocks of the Composition System

The following experiments evaluate the gain of the individual building blocks of the presented composition system for video analysis. In this first series of experiments only the most prominent object in a frame is to be detected. All key components are discarded in a first experiment before adding individual components in later experiments. The comparison of retrieval rates underlines the importance of each individual part of the compositional approach.

Baseline Performance of a Bag of Parts Approach: The compositional approach establishes an intermediate representation that is based on compositions of parts and the spatial structure of objects. In a first experiment this hidden representation layer is neglected to evaluate the gain of compositionality. A frame is then represented based on all detected localized histogram features \( e_i^t \) by a bag of parts \( b^t \) (cf. Section 3.1),

\[
    b^t \propto \sum_i \left( P(F_i = 1|e_i^t), \ldots, P(F_i = k|e_i^t) \right)^T. \tag{22}
\]

To categorize a frame, the category with highest posterior \( P(c^t|b^t) \) is selected. The posterior is again learned from the training data using NKDA. This approach yields a retrieval rate of \( 53.1 \pm 5.5\% \).

Compositional Segmentation and Recognition w/o Shape Model: This experiment shows the benefit of combining segmentation with recognition in a compositional model. Therefore, compositions are established as described in Section 4.2 and Section 3.3. The prominent object in a video frame is then segmented from background clutter by establishing a 2-class segmentation as described in Section 3.3. Since only a single segmentation hypothesis is established no model selection is required. All compositions that are not assigned to the background, \( \nu \neq \text{BG} \), are then taken into account to recognize the most
prominent object. Therefore, these compositions are combined using a bag of compositions descriptor $b^t \propto \sum_{j \in A_{\nu, \rho, BG}} h_j^t$. Frames are then categorized without the compositional shape model by simply selecting the category with highest posterior $P(c^t | b^t)$. The combination of foreground segmentation with recognition based on compositions improves the retrieval rate to $64.5 \pm 5.5\%$.

**Segmentation, Recognition, and Compositional Shape Model:** In contrast to the previous experiment we now use the full compositional shape model of Section 3.6 to recognize the foreground object. As a result, the retrieval rate is further increased to $74.3 \pm 4.3\%$. The category confusion table is presented in Table 1. Another setting is to categorize video sequences as a whole and not individual frames. For this task the category hypothesis that is most consistent with all frames of a video is chosen. Here the compositional model achieves a retrieval rate of $87.4 \pm 5.8\%$. Obviously, this is an easier setting since information from an ensemble of frames can be used simultaneously.

By agglomerating atomic parts of limited reliability in compositions that can be tracked reliably, information has been condensed and the robustness of object representations has been improved. The underlying statistical inference problem can then be solved efficiently. As a result the compositional model segments, tracks, and recognizes objects in videos of full PAL resolution ($768 \times 576$ pixel) at the order of 1 fps on an ordinary desktop computer.

**Table 1.** Category confusion table (percentages) for the complete composition system

<table>
<thead>
<tr>
<th>True classes</th>
<th>bicycle</th>
<th>car</th>
<th>pedestrian</th>
<th>streetcar</th>
</tr>
</thead>
<tbody>
<tr>
<td>bicycle</td>
<td>70.1</td>
<td>5.5</td>
<td>15.1</td>
<td>4.0</td>
</tr>
<tr>
<td>car</td>
<td>10.0</td>
<td><strong>87.6</strong></td>
<td>16.1</td>
<td>12.4</td>
</tr>
<tr>
<td>pedestrian</td>
<td>15.9</td>
<td>2.5</td>
<td><strong>61.4</strong></td>
<td>5.5</td>
</tr>
<tr>
<td>streetcar</td>
<td>4.0</td>
<td>4.4</td>
<td>7.4</td>
<td><strong>78.2</strong></td>
</tr>
</tbody>
</table>

4.2 Multi-object Recognition

In the following experiment multiple objects that appear simultaneously in a video are to be recognized. Therefore, the model selection strategy of Section 3.6 is applied to find the correct number of objects. A frame is then correctly classified if all the present objects have been found. Missing an object or detecting an object that is not present counts as an error. Given this significantly harder task our full compositional model classifies 68.1 ± 4.9% of all frames correctly.

4.3 Analyzing the Relevance of Compositions

To analyze what individual compositions contribute to object recognition the category posterior

$$P(c^t, \nu | x_{i, \nu}^t, h_j^t, x_j^t, q_j^t) | c^t, \nu = \text{True Category}$$

(23)
Fig. 6. Visualizing the contributions of compositions $h^c$ to object recognition. Dark circles correspond to compositions with high posterior from (23). The gap between a) and c) and between e) and g) is both times 60 frames. i) and k) have a gap of 10 frames. Class labels are placed at the location of the segment center $x^{\nu}_{c\nu}$ (c: car, p: pedestrian).

is evaluated for each composition. In Figure i) and j) the category posterior is then encoded i) in the darkness of a circle around the composition center and ii) in the opaqueness of the underlying image region, i.e. alpha blending is used for visualization. Moreover, Figure f) shows the propagation of an object segmentation over several frames.

5 Discussion

In this contribution we have presented a compositional approach that combines category-level object recognition, segmentation, and tracking in the same graphical model without user supervision. The compositional representation of objects
is automatically learned during training. A model selection strategy has been pursued to handle multiple, simultaneously appearing objects. By agglomerating ensembles of low-level features with limited reliability, compositions with increased robustness have been established. As a result an intermediate object representation has been formed that condenses object information in informative compositions. Recognition has been formulated as an efficiently solvable, statistical inference problem in the underlying Bayesian network. Therefore, compositionality not only improves the learning of object models but also enhances recognition performance so that near real-time video analysis becomes feasible.
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Abstract. Video segmentation requires the partitioning of a series of images into groups that are both spatially coherent and smooth along the time axis. We formulate segmentation as a Bayesian clustering problem. Context information is propagated over time by a conjugate structure. The level of segment resolution is controlled by a Dirichlet process prior. Our contributions include a conjugate nonparametric Bayesian model for clustering in multivariate time series, a MCMC inference algorithm, and a multiscale sampling approach for Dirichlet process mixture models. The multiscale algorithm is applicable to data with a spatial structure. The method is tested on synthetic data and on videos from the MPEG4 benchmark set.

1 Introduction

Clustering algorithms usually operate on a fixed set of data. When clustering is applied to perform segmentation, the input data might e.g. be a digital image (group the image into spatially coherent segments) or a time series (decompose the series into coherent segments along the time axis, such as speaker clustering). In this article, we consider a different problem arising from the formalization of video segmentation as a clustering problem: Given is a time series of fixed-size data frames, each of which has a spatial structure, i.e. the 2D structure of the frame image. The series is to be decomposed into a sequence of spatially coherent segments of the frames, which should reflect the temporal smoothness of the sequence.

Clustering problems of this type have been actively studied in video segmentation [1]. For example, [2] proposes a parametric mixture model for optical flow features with neighborhood constraints. The number of clusters is selected by a likelihood heuristic. Temporal context is modeled implicitly by using differential motion features. Explicit context models include designs based on HMMs [3] or frame-to-frame model adaptation [1]. A method which approaches the problem’s time series structure in a manner similar to Bayesian forecasting has recently been suggested in [5]. The authors propose a Gaussian mixture model to represent image rather than motion features. Temporal context is incorporated by using the estimate obtained on a given frame in the sequence as prior information for the following frame.
We propose a Bayesian method capable of addressing both temporal context and estimation of the number of clusters by a single model. The distribution of each cluster in feature space is described by an exponential family model, which is estimated under its respective conjugate prior \( \mathcal{G} \). The components are combined in a Bayesian mixture model to represent a segmentation. For each component, the prior is defined by the component’s posterior estimated during the previous time step. Due to the “chaining” properties of conjugate pairs, this results in a closed model formulation for the entire time series. The mixture proportions and number of components are controlled by a Dirichlet process (DP) prior \( \mathbb{D} \). As we will argue, the conjugate nature of the DP leads to a chaining property analogous to the exponential family case. This property is used to propagate cluster structure along the time series in a similar manner as the conjugate component distributions propagate parameter information. Inference of the model is conducted by an adaptation of the Gibbs sampler for DP mixture models \( \mathbb{D} \) to the time series model. To facilitate application of our model to the large amounts of data arising in video segmentation, we (i) show how the efficiency of the Gibbs sampler can be substantially increased by exploiting temporal smoothness and (ii) introduce a multiscale sampling method to speed up processing of individual frames. Just as the model, the multiscale algorithm is based on the properties of exponential family distributions.

2 Background

**Method overview.** Our approach to video segmentation is based on local features extracted from each image frame (where the “image” may be the original frame image, one of its color space dimensions, or a filter response image). A local window is positioned around each point of an equidistant grid within the image, and the pixel values within the window are extracted as feature values. The data vectors described in the following may, for example, be histograms of the pixels within local windows. They will generally be denoted as \( \mathbf{x}_t^i \), where \( t \) is a time index (frame index) and \( i \) indexes a window position within the frame image. Image segments are modeled as clusters. Each cluster \( k \) is modeled by a distribution \( F(\mathbf{x}_t^i | \theta_k^t) \). That is, the parameter vectors \( \theta_k^t \) describe the segments, and constitute the target variables of the estimation problem. Priors on the parameters will generally be denoted \( \mathcal{G} \). For a given time \( t \), the individual cluster models are combined into an overall segmentation solution by joining them in a Bayesian mixture model. A DP is used adapt the model order (i.e. the number of clusters). DPs define distributions on the mixture weights of a mixture model such that the total number of clusters is a random variable. In the video or time series context, they are suitable for the definition of clustering models that allow the number of clusters to change between time steps, as segments appear in or disappear from the scene. This section will review the basic ingredients of the model: Mixture models, conjugate prior distributions and Dirichlet processes (including MCMC inference). These concepts will be used in Sec. \( \mathbb{D} \) to define a model for clustering in time series. Estimation algorithms for the model are developed in Sec. \( \mathbb{D} \).
2.1 Clustering with Mixture Models

A finite mixture model is a probability density representable as a convex combination

$$p(x|\Theta) = \sum_{k=1}^{N_C} c_k F(x|\theta_k)$$

(1)

of component densities \( F(\cdot|\theta_k) \). In the clustering context, each component density represents the distribution of a single cluster. For a given data set \( x_1, \ldots, x_n \), a clustering solution is an assignment of each observation \( x_i \) to one cluster \( k \in \{1, \ldots, N_C\} \). Assigning an observation expresses the assumption that it was generated by the respective density \( F(\cdot|\theta_k) \). We encode such a solution by a set of assignment variables \( S_1, \ldots, S_n \), one for each observation, where \( S_i = k \) if \( x_i \) is assigned to cluster \( k \). Clustering solutions are obtained either by expectation-maximization (EM) algorithms \[9\], or by Markov chain Monte Carlo sampling in a Bayesian regime. Both approaches rely on a latent variable structure, by treating the assignment variables \( S_i \) as random quantities that are estimated from the data along with the parameters.

2.2 Conjugate Models

Several aspects of this work build on exponential family models and the concept of conjugacy \[9\]. We provide a brief summary of these models and those properties of importance for our approach. A distribution of a random variable \( X \) with domain \( \Omega_x \) is called an exponential family model if its density can be written as

$$F(x|\theta) := h(x) \exp(\langle s(x)|\theta \rangle - \phi(\theta)) .$$

(2)

Here, \( \theta \in \Omega_\theta \) is a parameter vector, \( \langle \cdot | \cdot \rangle \) denotes the scalar product on the parameter space \( \Omega_\theta \), and the function \( \phi \) is the normalization term \( \phi(\theta) := \log \int h(x) \exp(\langle s(x)|\theta \rangle)dx \). Of particular interest is the sufficient statistic function \( s : \Omega_x \rightarrow \Omega_\theta \), which effectively defines all properties of the model relevant for parameter estimation. If a density \( F \) and a prior \( G \) are used in a Bayesian estimation framework, they are called conjugate if the resulting posterior is a distribution of the same type as \( G \), i.e. prior and posterior differ only in their parameters. The concept of conjugacy is inherently tied to exponential families: It can be shown that, on the one hand, any exponential family model has a conjugate model (which is also an exponential family). On the other hand, only exponential family models have non-trivial conjugate models \[9\]. If \( F \) is a model of the form \[2\], then \( G(\theta|\lambda, y) := \frac{1}{K(\lambda, y)} \exp(\langle \theta|y \rangle - \lambda \phi(\theta)) \) is a conjugate prior, and the posterior under \( n \) independent observations \( x_i \) is

$$G(\theta|\lambda + n, y + \sum_{i=1}^{n} s(x_i)) .$$

(3)

The average \( \sum s(x_i) \) carries all information the observation sample contains about the model parameter, i.e. it is sufficient. Conjugacy is a key property for
a Bayesian time series model that uses the posterior of a previous step as prior for the present one: If a non-conjugate pair is used, the derived prior will change from time step to time step.

2.3 Dirichlet Process Mixture Models

Model order selection. For mixture model estimation, the overall number $N_C$ of clusters is an input parameter. Techniques for estimation of this quantity from data are referred to as model order selection. Non-Bayesian solutions are usually based on regularity assumptions: The model’s capability to explain the given data, measured by the likelihood, is traded off against a measure of model complexity to avoid overfitting. Model complexity is typically measured as a function of the model and the sample size (information criteria approaches such as AIC, BIC and MDL; cf [10] for an overview). The stability method [11] measures model complexity as stability of the solution under random perturbations of the data. All these methods proceed in an exhaustive search manner, i.e. scores for a range of models are computed and the best model is chosen. Bayesian DP-based methods [8] represent the number of clusters as a random variable. An estimate is obtained by sampling the model posterior under the observed data. Whereas scoring methods aim at identifying the “true” number of clusters under a chosen set of assumptions, DP methods provide a user parameter that controls the qualitative behavior of the random variable $N_C$. As will be discussed below, this makes them a natural choice for problems in which the number of model clusters has to change adaptively over a range of instances.

The Dirichlet process approach. In our clustering model, individual cluster components will be represented by parametric exponential family models, which are combined in a mixture model. To control the structure of the mixture, we use a Dirichlet process mixture (DPM) model [8,9]. For the sake of brevity, we will forego the model’s derivation as a stochastic process and only describe its practical properties. Loosely speaking, a DPM is a mixture model with a “complexity control” term. The extra term governs the creation of new components. In the finite parametric mixture [11], different components of the mixture are defined by different values of the parameter vector $\theta_k$. If the mixture is estimated from data, the mixture weights are chosen in proportion to the size of classes, i.e. $c_k = \frac{n_k}{n}$ if $n_k$ out of $n$ total data points are assigned to component $k$. The model [11] can be regarded as the result of integrating the distribution function $F$ against

$$G_{MM}(\theta) := \sum_{k=1}^{N_C} c_k \delta_{\theta_k}(\theta), \quad (4)$$

where $\delta_{\theta_k}$ denotes the Dirac function on $\Omega_{\theta}$ centered at $\theta_k$. DPM models augment the expression [11] by an extra term,

$$G_{DP}(\theta) := \sum_{k=1}^{N_C} c_k \delta_{\theta_k}(\theta) + \alpha G_0(\theta). \quad (5)$$
The function $G_0$ is a probability distribution on the domain $\varOmega_\theta$ of mixture parameters, and $\alpha \in \mathbb{R}_+$ a positive scalar parameter. The dynamics of this model can be illustrated by considering a data generation process: A new datum $x$ is generated by drawing from a standard mixture or DPM, which we assume to have been estimated from data $x_1, \ldots, x_n$. When drawing from a mixture model (corresponding to (11)), $x$ will be drawn from one of the $N_C$ parametric mixture components in a two-stage manner by sampling $\theta \sim G_{\text{MM}}$, then $x \sim F(.)|\theta)$. In the DPM case (5), $x$ is drawn either according to one of the $N_C$ parametric mixture components, or (with a probability proportional to $\alpha$) from a new mixture component $F(.)|\theta_{N_C+1}^*$), where the new parameter value $\theta_{N_C+1}^*$ is sampled from $G_0$. The DPM model constitutes a Bayesian approach to model order selection in mixture models, due to its ability to generate as many clusters as required to explain the observed data.

The standard Gibbs sampling algorithm for DPM models (13) encodes assignments of data points to mixture components by means of latent variables, in a manner similar to the EM algorithm. For each $x_i$, the discrete index variable $S_i$ specifies the index of the mixture component to which $x_i$ is assigned. Within the algorithm, a value of $S_i = 0$ indicates the generation of a new mixture component from $G_0$ as a model for $x_i$. The $S_i$ are determined by computing mixture proportions $\tilde{q}_{ik}$ as

$$
\tilde{q}_{i0} := \int_{\varOmega_\theta} F(x_i|\theta)G_0(\theta)d\theta
$$

$$
\tilde{q}_{ik} := n_k^{-i}F(x_i|\theta_k) \quad \text{for } k = 1, \ldots, N_C,
$$

where $n_k^{-i}$ is the number of data points assigned to component $k$ with $x_i$ removed from the data set. The proportions are normalized to obtain mixture probabilities $q_{ik} := \frac{\tilde{q}_{ik}}{\sum_{i=0}^{N_C} \tilde{q}_{ii}}$, for $k = 0, \ldots, N_C$. The sampling algorithm repeats the following steps:

Assignment step: For all $i = 1, \ldots, n$,
1. Compute $q_{i0}, \ldots, q_{iN_C}$.
2. Sample $S_i \sim (q_{i0}, \ldots, q_{iN_C})$.
3. If $S_i = 0$, create a new component: Sample $\theta_{N_C+1} \sim F(x_i|\theta_{N_C+1})G_0(\theta_{N_C+1})$.

Estimation step: For each $k = 1, \ldots, N_C$, sample

$$
\theta_k \sim G_0(\theta_k) \prod_{i:S_i=k} F(x_i|\theta_k).
$$

In the conjugate case, the integral in (6) has an analytic solution and the component posteriors in (7) are distributions of the same type as $G_0$. Thus, if $G_0$ can be sampled, the component posterior can be sampled as well.

3 Order-Adaptive Clustering in Time Series

The present article considers the problem of obtaining a clustering solution for each time step in a multivariate time series. The clustering solutions are required
to exhibit a temporal coherence. In a video sequence, each time step corresponds to a single frame image. The overall clustering solution then consists of a segmentation for each frame. If the number of clusters can change between frames, a suitable clustering method must be order-adaptive, i.e. capable of adjusting the model order over time. Order-adaptive methods require (i) automatic model order selection and (ii) a meaningful way to match clusters in different frames. If clustering solutions are obtained independently on each frame, the latter must be addressed by matching heuristics. Any principled approach requires the use of context information, i.e. the clustering solution for a given frame has to be obtained in a manner conditional on the solutions for the previous frame. In this section, we discuss how cluster structure can be propagated along a time series if the clustering solutions on individual frames are controlled by a DP prior.

An Order-Adaptive Clustering Model. We consider a multivariate time series $\mathbf{x}^t := (\mathbf{x}_1^t, \ldots, \mathbf{x}_n^t)$ that, for each time step $t = 1, 2, \ldots$, generates a set of $n$ outputs $\mathbf{x}_i^t$. For each $t$, a single clustering solution $\mathbf{S}^t := (S_1^t, \ldots, S_n^t)$ is obtained. For temporal coherence, we require that, if $S_i^t = k$, then also $S_i^{t+1} = k$ with high probability, unless the corresponding observations $\mathbf{x}_i^t$ and $\mathbf{x}_i^{t+1}$ differ significantly. For the video segmentation problem, this reflects the assumption that size and location of segments change slowly on the time scale of frame renewal. The standard Bayesian approach to address temporal coherence requirements in time series models is to encode context with priors. The posterior distribution of the model parameter vector $\theta^t$ at a given time is used as prior distribution $\theta^{t+1}$. This requires a conjugate model, i.e. a model for which prior and posterior belong to the same family of distributions (otherwise, the type of the prior distribution would change between time steps). Though we are ultimately interested in DP priors, let us first exemplify the approach for a parametric model. Let $F(\mathbf{x}|\theta)$ be a density modeling observations at a single time step (that is, a likelihood). We use the \textit{ab initio} form $G(\theta|\lambda, \mathbf{y})$ of the prior, with $G$ conjugate to $F$. The prior for the parameter vector $\theta^{t+1}$ is the corresponding posterior under the previous observation $\mathbf{x}^t$,

$$G(\theta^t|\lambda + 1, \mathbf{y} + s(\mathbf{x}^t)) \propto F(\mathbf{x}^t|\theta^t)G(\theta^t|\lambda, \mathbf{y}) \, .$$

One may vary upon this strategy to accumulate observations over time,

$$G\left(\theta^{t+1}|\lambda + \tau, \mathbf{y} + \sum_{t-\tau<r\leq t} s(\mathbf{x}_r)\right) \propto \prod_{t-\tau<r\leq t} F(\mathbf{x}_r|\theta^r)G(\theta^{t-\tau+1}|\lambda, \mathbf{y})$$

resulting in a process with a $\tau$-step memory. A similar mechanism is applicable to DP models. The DP has a natural conjugate property, implicit in Ferguson’s \cite{ferguson1973} characterization of the DP posterior: If $\theta_1, \ldots, \theta_n \sim \text{DP}(\alpha G_0)$, then $\theta_{n+1} \sim \text{DP}(\alpha G_0 + \sum_{i=1}^n \delta_{\theta_i})$. For convenience, we adopt the following symbolic notation: Observe that the Dirac sum $\mathbf{\hat{G}}_n := \sum_{i=1}^n \delta_{\theta_i}$ of $n$ draws from $G$ can be regarded as a finite draw from an infinite categorical distribution (i.e. as a partial, finite observation from an “infinite histogram”). Just as a finite histogram can be generated by a multinomial distribution parameterized by a draw from a
Dirichlet (its conjugate prior), the measure $\hat{G}_n$ can be explained as a draw from a multinomial process (MP) parameterized by a draw from a DP. The DP prior and posterior can then be linked explicitly in a Bayesian formula

$$DP\left(\alpha G_0 + \hat{G}_n\right) \propto MP\left(\hat{G}_n | G\right) \cdot DP\left(\alpha G_0\right).$$

Although our use of this notation is purely symbolic, it can be derived in a mathematically precise manner using Kolmogorov’s extension theorem for stochastic processes. In perfect analogy to the conjugate parametric case, we can construct a DP prior for an estimation problem in a time series at time $(t + 1)$ as the DP posterior at time $t$:

$$G^{t+1} \sim DP\left(\alpha G_0 + \hat{G}_n^t\right) \propto MP\left(\hat{G}_n^t | G^t\right) \cdot DP\left(\alpha G_0\right).$$

The formulation immediately extends to a $\tau$-step memory, by means of

$$DP\left(G | \alpha G_0 + \sum_{t-\tau<r\leq t} \hat{G}_n^r\right) \propto \prod_{t-\tau<r\leq t} MP\left(\hat{G}_n^r | G\right) \cdot DP\left(G | \alpha G_0\right). \quad (10)$$

Note that, for the cluster propagation problem, the draws from the DP are parameters $\theta$, rather than observations. The observed data $x_i^{t+1}$ at time $(t + 1)$ is then generated as

$$x_i^{t+1} \sim F(\cdot | \theta_i^{t+1}) \quad \theta_i^{t+1} \sim G^{t+1} \quad G^{t+1} \sim DP\left(\alpha G_0 + G^t\right). \quad (11)$$

**Observations from multiple channels.** In image and video processing applications, the input data usually consists of multiple channels. For standard color videos, three channels correspond to the three color space dimensions. Additional channels may include other features in the form of transformed data or filter responses. For multiple data channels indexed $c = 1, \ldots, C$, multiple observations $(x_{i,c}^t)_{c=1,...,C}$ are obtained for each frame $t$ and location $i$. These are represented in the model as a product of likelihoods. That is, the generative model is obtained by substituting suitable product distributions $\prod_{c=1}^C F(x_{i,c}^{t+1} | \theta_{i,c}^{t+1})$ and $\prod_{c=1}^C G_c^{t+1}$ for $F$ and $G_0$ in (10). This does not increase the complexity of the clustering problem. Cluster assignments are still encoded by one variable $S_i^t$ per location. The product model defines $C$ parallel estimation problems, which are coupled by the assignment variables. Since the latter are the actual target variables of the clustering problem, the approach effectively increases the amount of observational data per estimated solution variable. If the features are chosen well, this can significantly increase the quality of estimates. Choosing a large number of uninformative channels may have a converse effect: The assignment probabilities $q_{ik}^t$ computed by the inference algorithm are derived from the product model as averages over channels. Multiple uninformative features may thus obfuscate information provided by informative ones.
A note on exchangeability. A well-known fact in statistics is that data generated from a DP is exchangeable, i.e. its probability is invariant under permutations of the order \([7]\). This raises some questions about the applicability of such models to time series, where the order of observations is crucial. The model described above derives a prior for step \((t+1)\) based on two inputs, the initial parameters \((\lambda, y)\), which apply uniformly in all steps, and the previous observation \(x^t\). The implicit assumption is that pairs of adjacent steps are exchangeable. This local exchangeability is, in turn, equivalent to assuming processing of the time series to be invariant under inversion of the time axis. In other words, inference results should not depend on whether the time series is processed in increasing or decreasing index order. Such an assumption is justifiable for some time series, and in particular for the video segmentation problem. Segmentation as a mid-level vision problem is oblivious to semantic and high-level content (such as whether a falling object moves downwards or upwards). However, it requires the neighborhood relations of frames to be preserved. Hence, we may invert the order, but not shuffle the frames. The argument does not apply to a process with a multi-step memory as in \([10]\), which would require exchangeability of more than two frames. Such a model should therefore be regarded as an approximation. Note that many models assume independence of data points, which is a much stronger assumption than exchangeability. Such models often perform well even in applications where the generative process of the data will clearly result in dependent observations. We therefore believe that, in many cases, approximation by multi-step exchangeability may be beneficial, and the ability of such a model to draw on multiple observations will outweigh the loss of descriptive precision incurred by the violation of the model assumption.

4 MCMC Inference for High-Throughput Problems

In this section, we discuss inference techniques for the model described in Sec. \([3]\). Available methods for DPM inference are extended to address two issues: Time series structure and efficiency. Existing hidden-variable methods can be modified for time series inference by initializing inference for a given time step by the model state estimated for the previous step. To increase the sampler efficiency for individual time steps, we propose a multi-scale sampling scheme exploiting the spatial structure of frame sequence data. Both approaches can be combined to obtain an efficient sampling algorithm.

4.1 Sampling in Time Series

Parameter inference for the time series clustering problem estimates the cluster parameters \(\theta^t_k\) and the states of the assignment variables \(S^t_i\), for each \(t = 1, \ldots\). Estimates are obtained by sampling the relevant posteriors with a Gibbs sampler. To derive a suitable algorithm, we note that, for a given time index \(t\), recovering the states \(S^t_i\) and parameters \(\theta^t_k\) given the current observations \(x^t_i\) is a DPM mixture inference problem with prior \(\text{DP}(\alpha G_0 + \bar{G}_n)\). The history of the process
enters via the prior parameter, i.e. the measure \((\alpha G_0 + \hat{G}_n^t)\). Full conditionals for the Gibbs sampler are immediately obtained from the standard sampling algorithm, by substituting \((\alpha G_0 + \hat{G}_n^t)\) for \(\alpha G_0\). (A sampler for a series with a \(\tau\)-step memory can be obtained by substituting the corresponding posterior parameter in [11]). Estimates for the whole time series can be computed by running the Gibbs sampler for the appropriate posterior at each time step. The parameter estimates (summarized by \(\hat{G}_n^t\)) are then substituted into the DP prior of the subsequent step. The algorithm is an online method, as it only performs a single pass over the time series. The cluster correspondence problem is solved implicitly, by propagating information from one time step to the next through the DP base measure. Initially, the same clusters as in the previous step are available for assignment, and their indices are preserved. Classes may be newly generated by drawing from the continuous component \(G_0\) of the DPM, or deleted if no longer supported by the data. Gibbs sampling is potentially time-consuming, and performing a full run of a DPM Gibbs sampler for each time step in the series is computationally prohibitive. A substantial speed-up is achieved by exploiting temporal smoothness. If changes in the data occur slowly w. r. t. to the time scale (frame rate) of the time series, the model state estimated at time \(t\) provides an almost-perfect initialization for sampling at time \((t+1)\). The algorithm therefore obtains an initial estimate at time \(t = 1\) by performing a full run of the Gibbs sampler. For \(t \geq 2\), the Gibbs sampler is initialized by the previous model state, and then run only for a few steps, to allow the model to adapt to changes in the data.

4.2 Multiscale Sampling

For data exhibiting a spatial neighborhood structure, DPM inference algorithms that are more efficient then the standard Gibbs sampler can be derived using a multiscale approach. Multiscale methods attempt to increase the efficiency of iterative algorithms by replacing the original input problem with a compressed replacement problem (coarsening). This reduced-size problem is solved, and the solution transformed into a solution of the larger input problem (refinement). The compression operation exploits neighborhood structures in the data (such as spatial or sequential neighborhoods). In images, adjacent pixels are grouped into blocks, and each block \(B\) is compressed by computing a summary variable \(x_B\). The coarsened problem is given by the set of summary variables for all blocks. The coarsening operation therefore has to be designed to limit the loss of relevant information under compression, and to result in a coarse-scale problem to which the processing algorithm in question is applicable.

**Coarsening.** Our aim is the design of MCMC sampling algorithms. The information to be preserved under coarsening is therefore the information relevant to statistical parameter estimation. A simple averaging approach is not suitable in general, as it will only preserve moment information of first order. For the models considered in our work, a suitable coarsening approach can be derived from the properties of sufficient statistics. For an exponential family density as
in [2], all information relevant to parameter estimation is contained in the sufficient statistic $s(x)$. Furthermore, for multiple observations $x_1, \ldots, x_n$, the sum $s_n := \sum_{i=1}^n s(x_i)$ is sufficient. Given a data block $B$, consisting of the observations $\{x_{b_1}, \ldots, x_{b_N}\}$, the summary variable $s_B$ is computed as

$$s_B := \sum_{i=1}^N s(x_{b_i}).$$

If $\mathbb{R}^d$ data, for example, is modeled by a Gaussian distribution, the summary variable will be the pair $s_B = \left( \sum_{i=1}^N x_{b_i}, \sum_{i=1}^N x_{b_i} x_{b_i}^T \right)$. Coarsening is therefore performed by averaging in parameter space, in contrast to the standard multi-scale schemes used by many computer vision algorithms, which average in the data domain. A spatial partition of the input data into blocks $B_1, \ldots, B_m$ will result in a set of summary variables $x_{B_1}, \ldots, x_{B_m}$. The DPM sampling algorithm described in Sec. 2.3 is directly applicable to this replacement data, by substituting summary variables $x_B$ for sufficient statistic values $s(x_i)$.

The coarsening operation is perfect in the sense that it does, by the properties of sufficient statistics, preserve all information relevant for estimation purposes. More precisely, assume that $x_{b_1}, \ldots, x_{b_N} \sim F(\cdot|\theta)$, with a conjugate prior $G(\theta|\lambda, y)$ on the parameter. Then the posterior $\Pi$ satisfies the invariance

$$\Pi(\theta|x_B; \lambda, y) = \Pi(\theta|x_{b_1}, \ldots, x_{b_N}; \lambda, y),$$

since

$$\Pi(\theta|x_{b_1}, \ldots, x_{b_N}; \lambda, y) = G(\theta|\lambda y + \sum_{i=1}^N s(x_{b_i})) = G(\theta|\lambda y + s_B) = \Pi(\theta|s_B; \lambda, y).$$

Intuitively, a parameter estimated from data is a valid description of the data on the fine scale or any coarsened scale.

**Refinement.** The coarsening strategy described above and subsequent sampling on the coarse scale will result in a DPM clustering solution defined by cluster parameters $\theta^*_1, \ldots, \theta^*_k$. Because these parameters also define an admissible clustering solution on the fine (original) scale of the problem, it is not necessary to explicitly propagate coarse-scale assignments to the fine scale. Instead, a solution of the fine-scale problem is obtained by substituting the estimates $\theta^*_k$ into the fine-scale model and performing a single assignment step. We note that, as another consequence of the parametric description applying simultaneously over different coarsening scales, the method is capable of incorporating locally adaptive coarsening/refinement strategies.

**Coarse-scale artifacts.** When applied to clustering, the multiscale sampler may erroneously produce additional classes at a coarse scale, if a block summarized by a single variable during coarsening overlaps the boundary between two segments. The resulting mixed distribution may distinctively differ from the average distribution of both segments, and thus produce an additional cluster. Such
errors can be corrected by the fine-scale assignment step. To illustrate the behavior of the sampler, Fig. 1 shows estimation results obtained on a simple artificial image consisting of three block segments arranged in sequence (i.e. there are two boundaries between adjacent segments). Local windowed grayscale histograms are extracted as features. As clustering model, we apply a DPM model, with a multinomial likelihood $F$ to account for the histograms. The cluster parameters $\theta_k^*$ can be interpreted as average histograms of the respective cluster. These average histograms are plotted for the true (generative) model on the left in Fig. 1. The multiscale algorithm is run on the data with a coarsening coefficient of 2, and the coarse-scale solution is compared to the artificial ground-truth. When sampling on a coarse scale, the algorithm models five classes, for which the class parameter vectors $\theta_k^*$ are plotted on the right. Clusters 2 and 4 are due to mixing of histograms at the segment boundaries. When assignments are performed for the fine-scale histograms to the coarse-scale class parameters, all histograms are correctly assigned to their original three classes, and clusters 2 and 4 remain empty. That is, coarse-scale artifacts vanish during the fine-scale assignment. The algorithm benefits from the ability of the DP to create new clusters for the boundary points, without distorting the remaining cluster structure.

Multiscale approaches to Markov Chain sampling have been considered e.g. in [22]. These methods are based on the idea that suitable coarse-scale formulations of a Markov chain may mix faster than the original chain, and use a coupled formulation integrating both chains. The aim is to reduce the number of iterations required for the algorithm to converge, while retaining accuracy. In contrast, our approach aims at reducing the execution time of individual iterations. Keeping in mind the large amounts of data arising in visual processing and video, we trade in accuracy and statistical guarantees for speed. Though the coarsening operation is perfect for individual distributions, it will lose in accuracy when the coarsening blocks overlap segment boundaries, as shown in the example. In practice, we should not expect the fine-scale assignment step to correct all errors. The rationale for risking a loss of accuracy is that, for vision applications, we put more emphasis on speed and plausible results than on statistical guarantees.
5 Experiments

This section provides experimental results for the application of our model to video segmentation. Experiments were performed on both synthetic data and real-world data (sequences from the MPEG4 benchmark set).

**Processing pipeline.** Features are extracted from each frame image by placing an equidistant grid within the image. A local window is placed around each grid node $i$, pixel values are extracted from within the window, and collected in a histogram (denoted $x_i^t$ in the previous sections). For color images, the method is applied individually to each color channel. The resulting set of features for each frame is a list of multiple histograms, indexed by their position $i$ within the image. On this data, the inference algorithm described in Sec. 4 is applied. Inference is conducted single-pass, and is hence capable of online processing. For each time step $t$, the assignment variables $S_i^t$ describe the estimated segmentation (i.e. $S_i^t$ is interpreted as the segment index of site $i$). In the examples shown in Figs. 2 5 segment assignments have been color-coded.

**Results.** Synthetic data experiments were conducted to verify the method’s capability to adjust the number of clusters. The artificial data consists of simple geometric objects with additive Gaussian noise moving at random within a scene. Objects may newly appear or disappear, but only by entering or leaving the scene from the border (i.e. temporal changes are smooth). A sample experiment is shown in Fig. 2. Features used are local gray-scale histograms. In all experiments conducted, the algorithm consistently assigns each object to the same cluster over the whole running time of the sequence. The cluster number only changes if an object vanishes temporarily, either by occlusion or because it leaves the scene and reappears (as is the case for the disc in Fig. 2). As a mid-level vision algorithm, the method cannot (and should not) distinguish between initial appearance and reappearance of an object. Results on real video data were obtained on sequences from the MPEG4 benchmark set. Five feature channels where used: Four are histograms, representing the three RGB color
Fig. 3. “Mother and child” test sequence (top). Results are shown for color and saturation histogram features (middle), and with additional location features modeled by Gaussian distributions (bottom).

Fig. 4. “Table tennis” test sequence, with histogram and location features

Fig. 5. More difficult data: “Coastguard” test sequence (top) and segmentation results (bottom), with histogram and location features
channels plus saturation, and described by a multinomial likelihood $F$. In addition, we used a location feature, i.e. the center position of the local window in the image, represented by a two-dimensional Gaussian likelihood. The overall model likelihood is a product likelihood as described in Sec. 3. The scatter parameters of the parametric priors and the scatter parameter $\alpha$ of the DP, which control the level of cluster resolution, can be adjusted on the first few frames of the sequence. The key parameter of the feature extraction is the size of the local windows, which has to trade off sample size against precision: Large windows, to their advantage, contain many pixel examples, which results in stable histogram estimates and reduces scatter in feature space. Their drawback is a lack of precision: Large windows overlapping a cluster boundary generate histograms that represent a mixture of the two cluster distributions. Such mixtures tend to differ significantly from the individual distributions of the clusters, and hence cause additional clusters to appear at the segment boundaries. All results shown here were obtained using window sizes of $5 \times 5$ or $9 \times 9$ pixels. Sample results are shown in Figs. 3\textsuperscript{3} and 3\textsuperscript{3}. In Fig. 3\textsuperscript{3} results shown in the middle row where obtained using only the four histogram features (color and saturation). The background is split up into incoherent segments. Results are improved by the additional use of location features. Modeling these with a Gaussian in the spatial domain favors spatially coherent solutions, improving the segmentation of the background (bottom row). Likewise, all five features where used in the computation of results shown in Fig. 3\textsuperscript{3}. A more difficult sequence is shown in Fig. 3\textsuperscript{3}. In this case, local segmentation features provide poor information. Color differences within some segments (e.g. the large boat) are more significant than those between segments. With the size of the windows chosen sufficiently large during feature extraction to obtain stable input histograms, a boundary cluster effect is observable (note the two boats being split into an internal and a boundary segment). Results may possibly be improved by including additional motion features (such as histograms of frame differences). In general, the choice of features proves crucial for the performance of the segmentation algorithm. The parametric components of the clustering model (e.g. Gaussian and multinomial) are location-scatter type models, which represent “clouds” in their respective feature spaces. Like most mixture models, the method relies on the feature extraction step to map the segments to groups in feature space that are sufficiently well-separated to be resolved by the probabilistic model.

Average running times for our experiments on different video test sequences (300 frames at resolution $144 \times 176$ each) were: $\sim 190$ seconds at full resolution, $\sim 110$ seconds using a multi-scale sampler with coarsening coefficient 2, and $\sim 35$ seconds with a coarsening coefficient of 4. This does not include the feature extraction, i.e. the extraction of the fine-scale input data from the image sequence. The running time of the algorithm scales, in addition to the obvious dependence on the amount of input data, with the number of segments. The averages above were measured for relatively small numbers of classes ($N_C \leq 10$). If a large number of clusters is required (i.e. an over-segmentation), longer running times will have to be expected.
6 Conclusions

We have presented a clustering model for multivariate time series that represents temporally coherent sequences of clustering solutions. At each time index, the cluster structure is represented by a Bayesian mixture model, with a DP prior controlling the number of clusters. A conjugate model structure is used to propagate information along the time axis in a Bayesian framework. Two such structures are present in the model, one between parametric components (carrying parameter information of the mixture components), and one between the nonparametric DP components (carrying cluster structure information). To estimate the model from data, we have introduced an efficient Gibbs sampling approach which draws on both temporal context between frames and a multiscale approach for individual frames to increase efficiency. Applied to video segmentation, the model dynamically adjusts the number of clusters (segments) when new objects appear in or vanish from the scene. The achieved processing times of the sampler are just one order of magnitude below real time for videos in half-PAL format.

We have not provided convergence results for the sampling algorithm, since our analysis of the coarsening operation implies that, for individual component distributions, results for standard Gibbs samplers carry over to the multiscale approach. Any inaccuracies are due to coarsening blocks overlapping segment boundaries, a problem hard to capture by mathematical analysis. Furthermore, our estimation results are necessarily approximate, since the sampler is only run for a few steps on each frame image. Such an algorithm, for which the observed data changes (smoothly) in regular intervals raises some interesting questions. On the one hand, frame changes may pose a problem, if the model has not yet been sufficiently adapted to the current data. On the other hand, small data perturbations may help to avoid local minima. In-depth analysis of the algorithm is beyond the scope of this article.

The results presented here were computed on low-level features, such as color and saturation histograms, which necessarily results in limited precision. Since the model applies to both Gaussian and multinomial feature distributions, it is directly applicable to a wide range of features. Tracking applications, for example, require robustness but no coherent partition of the image. Hence, interest point features could be extracted on each frame and grouped with our model using a Gaussian likelihood supported on the frame image. Since DP models can be constrained by Markov random fields [15], the model itself can be extended by spatial smoothing, as advocated for video segmentation in [2]. Such an extension probably comes at the price of an increase in computation time, as more iterations per frame would be required for the smoothing to take effect.

The DP approach models the number of clusters as a random variable. The model order as an input parameter is replaced by a control parameter that allows the user to adjust the approximate level of cluster resolution. For fixed, static data sets, the approach may not constitute a practical advantage, as it arguable replaces one input parameter by another. We face a different situation for dynamic data, such as videos, where the number of clusters may change
over time and the model has to adapt. Adaptation requires either a random
description of the model order, or a transition heuristic (such as BIC scoring, or
reversible jump in a Bayesian framework). Bayesian methods in general, and DP
approaches in particular, are often regarded as inapplicable to data-intensive
problems due to their computational costs. In our view, the reported results
convincingly demonstrate that algorithmic efficiency need not pose an obstacle
to the practical application of DP models, if temporal and spatial structure in
the data can be exploited.
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Abstract. In multiple object tracking, the confusion caused by occlusion and similar appearances is an important issue to be solved. In this paper, trackability is proposed to measure how well given features can be used to find the correspondence of any given object in videos with multiple objects. Based on the analysis of trackability and computational complexity of the features under various occlusion conditions, a dynamic feature method cascade is presented to match the objects in consecutive frames. The cascade is composed of three tracking features: appearance, velocity and position. These features are enabled or disabled online to reduce computational complexity while obtaining similar trackability.

Experiments are conducted on 27062 frame occlusion objects, in the cases of good trackability, our experiments can obtain high successful tracking rate with low computation burden, and in the cases of poor trackability, our estimation of trackability and confusion matrix can explain why they can not be tracked well.

Keywords: Trackability, Multiple Object Tracking, Feature Cascade, Confusion Matrix.

1 Introduction

Multiple object tracking is a challenging task in many computer vision applications such as smart surveillance. During occlusion, the correspondences of objects in consecutive frames may become uncertain. Fig. 1 shows an examples of occlusion objects tracking. How to measure the confusion among the multiple objects in tracking is an open problem now. In this study, object trackability is proposed to represent how well the object can be tracked using given features. Trackability is defined as the entropy of probability of the object in the current frame corresponding to each object in the next frame. For example, there are n objects in frame t − 1 and m objects in frame t. One object in frame t − 1
has correspondence probability to every object in frame \( t \). If the distribution of the correspondence probability is dispersing, the entropy of the correspondence probability will be large, and the confusion degree is high. On the contrary, if the probability is converged, the entropy will be small, and one correspondence is dominant, the confusion is reduced and the trackability increases. So, the entropy is a good measure of the trackability.

The trackability is closely related to occlusion and features. Generally speaking, more features are introduced, and the objects are more distinguishable and more trackable, but more features need more computing. On the other aspect, as the degree of occlusion increases, the trackability decreases. But there are also interaction between features and degree of occlusion, because many feature such as appearance may be no longer credible when heavy occlusion occurs. To handle these issues, we analysis the effectiveness of various feature combinations under different occlusion conditions, and introduce a cascade of features for occluded object tracking. During the frame-to-frame tracking, we estimate the degree of occlusion and determine whether to enable or disable each feature, so the cascade is dynamic. Here, three features are used: appearance, velocity and position. In the case of slight occlusion, position and appearance is used to track the objects, in the case of partial occlusion, velocity is added to make the tracking more accurate; in the case of heavy occlusion, only position is used to predicate the correspondence.

In recent years, many efforts have been made to solve the occlusion tracking problem, but as far as we know, rare attention was paid to the analysis of the trackability of the scenes. Tao et al.\cite{[1]} proposed motion layers which is a scene

\[ \text{Object Trackability} \]

\textbf{Fig. 1.} During multiple objects tracking, one object is affected by other objects. In some situations, some objects are easy to be tracked well. While some objects are not. In this figure, the objects are represented as rectangle. The green lines represent object trajectories. Object \( A \) is easy to be tracked well. Because this object is not affected by other objects. Object \( B, C, D, E, F \) move together and occlude each other. The objects in this situation are not tracked well. Trackability is proposed to explain how well the object can be tracked at given situation.
representation with ordering information that contains complete information for inferring the foreground object and the background occlusion. Each moving object is modeled as a motion layer. Some background object may be occluded by foreground motion layers. Zhao and Nevatia\cite{zhao2011} proposed an approach to detect and track multiple humans, especially occlusion humans in the scene. The human model is used to detect and track humans which overlap each other. Khan and Shah \cite{khan2011} proposed a framework to deal implicitly with occlusion and is able to correctly label people during occlusion. A person is segmented into classes of similar color using the Expectation Maximization algorithm first. This similar color classes has been tracked using maximum posterior probability approach. Elgammal et al. \cite{elgammal2003} proposed a method which tracks people using segmentation people under occlusion. Each people is initialized with an appearance model first. During occlusion, the overlapped people have been segmentation by using maximum likelihood estimation to estimate the segmentation. Then the relative depth is recovered. Perera et al. \cite{perera2009} proposed a trace linking method to solve the totally occlusion during long gaps. The two segments of the moving object trajectory is linked when the object has been occluded by the background for a long time.

Inferential uncertainty is an important problem in computer vision, which is related to the scene, the features we use and the information we want to obtain. Wu et al. \cite{wu2011} argued that entropy of the posterior probability is a good measure of the imperceptibility of the image understanding problem, which equals to the entropy difference of the distributions of the scene and the image. We want to measure the uncertainty of the correspondence of the objects in the consecutive frames, so we define the trackability using the entropy of the correspondence probability.

In the following sections, the tracking problem is first posed as occluded object matching task, then the trackability is defined, based on the effectiveness and performance analysis of various feature combinations, the feature cascade is proposed to obtain a good reconcile between performance and accuracy, and at last experiment results are given.

2 Multiple Object Tracking

In this paper, we formulate tracking as frame-to-frame correspondence just like much previous work. This part is shown to illustrate the method of tracking occlusion objects.

For simplicity and without loss of generality we consider the static background case. A Gaussian-mixture based adaptive background modeling algorithm\cite{li2009,li2010} is used to detect foreground in the scene. Then morphological operators are used to remove the noise spots and fill the holes in the foreground part. Finally the method of connected component is used to label different parts of foreground mask as different moving objects. Ideally, one object will be labeled as one patch. When occlusion happens, more than one objects could be labeled together. Each labeled patch has an bounding box. These boxes have one (isolated object) or more objects (occlusion happens). Histogram match is used to track the isolated objects. Small
motion is assumed in this paper. So in the adjacent frames the position and the size of the moving objects will not change a lot. The size of the isolated object is determined by the bounding boxes which are obtained from the labeled foreground patches. When the isolated objects moving across scales, the size of the objects changes gradually. The bounding boxes of the objects are also changed to adapt the size of the objects changing. The occluded and occluding objects are matched using the feature cascade proposed in this paper. The cascade is used to match each object in previous frame with sliding patch in the compounded bounding box. For example, in Fig. 3 the object 1 in frame t is tracked using histogram match and object 2 and 3 are tracked using our feature cascade.

**Degree of occlusion.** For one object is the measurement of the degree that the object is overlapped with other objects. In this paper, each object is represented as a bounding box which is the outer rectangle of the object region. During object occlusion, the bounding boxes of related objects are overlapped. In Fig. 2 each object is denoted as a bounding box and overlapped region is shaded. Degree of occlusion for object $A$ and $B$ is defined as $O_A = \frac{\text{Area}(A \cap B)}{\text{Area}(A)}$ and $O_B = \frac{\text{Area}(A \cap B)}{\text{Area}(B)}$ respectively.

![Fig. 2. Two objects move in the scene. Each object is represented as a bounding box. When occlusion happens, the two objects overlap each other. The degree of occlusion for one object is the ratio of the size of the overlapped part to the real part of the object.](image)

3 **Object Trackability**

3.1 **Definition of Trackability**

Assume there are $n$ objects in frame $t - 1$ and $m$ objects in frame $t$. When the objects in frame $t - 1$ disappear in frame $t$, the death events $d$ are introduced. We define the correspondence between frame $t - 1$ and $t$ as the transitional correspondence matrix $\Gamma_t$.

$$
\Gamma_t = \begin{bmatrix}
\gamma_{11} & \gamma_{12} & \cdots & \gamma_{1m} & \gamma_{1d} \\
\gamma_{21} & \gamma_{22} & \cdots & \gamma_{2m} & \gamma_{2d} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\gamma_{n1} & \gamma_{n2} & \cdots & \gamma_{nm} & \gamma_{nd}
\end{bmatrix}
$$
Fig. 3. After obtaining the outer rectangles in frame $t$, object 1 is tracked using histogram match. The occluded and occluding objects which are object 2 and 3 are tracked using the method in this paper.

where

$$\gamma_{i,j} = \begin{cases} 
1 & \text{If } B_{i}^{t-1} \text{ and } B_{j}^{t} \text{ are correspondence to the same object} \\
0 & \text{Otherwise} 
\end{cases} . \quad (2)$$

We define the confusion matrix $S_{t}$ to denote the probability of object correspondence.

$$S_{t} = \begin{bmatrix}
  s_{11} & s_{12} & \cdots & s_{1m} & s_{1d} \\
  s_{21} & s_{22} & \cdots & s_{2m} & s_{2d} \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  s_{n1} & s_{n2} & \cdots & s_{nm} & s_{nd}
\end{bmatrix} \quad (3)$$

where $s_{ij} = p(\gamma_{ij} = 1|B_{i}^{t-1}, B_{j}^{t})$ is the correspondence probability between the object $B_{i}^{t-1}$ and object $B_{j}^{t}$, $s_{id}$ is the probability of object death. If any object in frame $t - 1$ does not have possible correspondence to the objects in frame $t$, it will be assigned to object death rather than an unlikely correspondence. The intrackability of the object $i$ in frame $t - 1$ can be computed by

$$ITT(i) = - \sum_{k \in \{1, \ldots, m, d\}} s_{i,k} \log s_{i,k} \quad (4)$$

and we also introduce trackability to normalize the intrackability to $(0, 1]$

$$T(i) = \frac{1}{ITT(i) + 1} \quad (5)$$

Trackability is a measurement of how well the object can be tracked at given situation. The tracking features of appearance information, object velocity and object position are all used to estimate the correspondence probability. The trackability is computed using these correspondence probability.

In the case of single hypothesis tracking, we just choose the most dominant correspondence as candidate match, so successful tracking rate is a good indicator of trackability. Under good trackability, there are only one dominant correspondence, so the successful tracking rate is high, when the trackability is
poor, many nearly equal peaks may present in the correspondence probability, and the successful tracking rate drops down (See Fig. 4). Successful tracking rate is defined as the ratio of the number of successful tracked objects in all frames and the total number of objects presented in all frames.

![Trackability](image)

**Fig. 4.** In the case of single hypothesis tracking, successful tracking rate is a good indicator of trackability

### 3.2 Tracking Features

There are three tracking features are used in this paper: appearance, velocity and position.

**Appearance.** Each moving object has a block of image patch to record the appearance information. Let $A_i^t$ represents the appearance information of object $i$ in frame $t$. The more similar the appearance of the two objects is, the larger the energy is. The energy represents that the two objects are correspondence to one object. Self-correlation are used to compute the similarity of the two objects.

$$T(A_i^{t-1}, A_j^t) = \frac{\sum_{(x,y) \in A_i^{t-1}, (x',y') \in A_j^t} (A_i^{t-1}(x,y) * A_j^t(x',y'))}{\sqrt{(\sum_{(x,y) \in A_i^{t-1}} A_i^{t-1}(x,y)^2) * (\sum_{(x',y') \in A_j^t} A_j^t(x',y')^2)}}$$  \hspace{1cm} (6)

During occlusion, the appearance information is occluded or disturbed. So, the appearance energy of the two objects is computed as follows:

$$E_A(A_i^{t-1}, A_j^t, O_j) = -T(A_i^{t-1}, A_j^t) * (1 - O_j)$$  \hspace{1cm} (7)

where $O_j$ is the degree of occlusion of object $j$ defined in previous section.

**Velocity.** The velocity field in frame $t$ are computed by Lucas-Kanade optical flow method. Let $V_i^{t-1}$ denote the velocity of the object $i$ in frame $t - 1$, which is estimated by the recent few frames. Let $V_j^t$ denote the velocity of the object $j$ in frame $t$, which is computed by the average velocity of the optical flow field covered by bounding box $j$. The average velocity is affected by occlusion. So
the energy that the two objects are correspondence to one object is computed as follows:

$$E_V(V^t_{i,x}, V^t_{j,y}, O_j) = (||V^t_{i,x} - V^t_{j,x}|| + ||V^t_{i,y} - V^t_{j,y}||) * (1 - O_j)$$  \hspace{1cm} (8)

where $$||V^t_{i,x} - V^t_{j,x}||$$ and $$||V^t_{i,y} - V^t_{j,y}||$$ are the absolute value of the object velocity subtraction.

**Position.** Let $$P_i^t$$ denote the position of object $$i$$ in frame $$t$$. The predicted position of object $$i$$ in frame $$t$$ is computed by $$\hat{P}_i^t = P_i^{t-1} + V_i^{t-1}$$. Then the predicted position is compared with the position of bounding box $$j$$ in frame $$t$$. The closer the predicted position of object $$i$$ and the position of object $$j$$ are, the larger the probability that the two objects are correspondence to the same object. The position enrgy is computed as follows:

$$E_P(P_i^{t-1}, P_j^t) = Dis(\hat{P}_i^t, P_j^t)$$  \hspace{1cm} (9)

where $$Dis(\hat{P}_i^t, P_j^t)$$ is the distance of the position $$\hat{P}_i^t$$ and $$P_j^t$$.

### 3.3 Computation of Trackability

In frame $$t$$, object state is denoted as $$B_j^t = (A_j^t, V_j^t, P_j^t, O_j)$$, where $$O_j$$ is the degree of occlusion of object $$j$$. When occlusion happens, the object appearance information and velocity information (the velocity is estimated by velocity field) are disturbed. With the increasing of degree of occlusion, the reliability of the two tracking features decrease. So degree of occlusion is considered to compute object trackability.

$$p(\gamma_{ij} = 1|B_i^{t-1}, B_j^t)$$  \hspace{1cm} (10)

$$= p(\gamma_{ij} = 1|A_i^{t-1}, A_j^t, V_i^{t-1}, V_j^t, P_i^{t-1}, P_j^t, O_j)$$  \hspace{1cm} (11)

$$= p(\gamma_{ij} = 1|A_i^{t-1}, A_j^t, V_i^{t-1}, V_j^t, \hat{P}_i^t, P_j^t, O_j)$$  \hspace{1cm} (12)

$$\propto \exp \left[ -\lambda_A E_A(A_i^{t-1}, A_j^t, O_j) - \lambda_V E_V(V_i^{t-1}, V_j^t, O_j) - \lambda_P E_P(P_i^{t-1}, P_j^t) \right]$$  \hspace{1cm} (13)
Fig. 6. The toy example with 5 objects. These objects move together and then apart. The images from top to bottom show this process. Before and after occlusion, the trackability of each object is higher than that of the object during occlusion.

A toy example with 5 objects is shown in Fig. 6. They move together then depart. In the top and bottom image, the distance of each objects is farther and do not occlude each other, so the objects have little effect of multiple object confusion and occlusion. The distributions of the correspondence probability of the objects are converged and one correspondence is dominant. So their trackabilities are good. While in the middle image, the object move together. They occlude each other and confusion arise. No dominant correspondence for one object in this situation. So their trackabilities are is poor. The objects in such situations are hard to be tracked well.

## 4 Dynamic Feature Cascade

During occlusion objects tracking, the more tracking features are chosen, the better tracking results can be obtained. But the performance will drop with more tracking features used. And the reliability of the tracking features such as appearance and velocity decreases with the degree of occlusion increasing.

<table>
<thead>
<tr>
<th>Frame $t-1$</th>
<th>Frame $t$</th>
<th>Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Frame t-1" /></td>
<td><img src="image2" alt="Frame t" /></td>
<td><img src="image3" alt="Confusion Matrix" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>d</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.66</td>
<td>0.22</td>
<td>0.02</td>
<td>0.08</td>
<td>0.02</td>
<td>0</td>
<td>0.42</td>
</tr>
<tr>
<td>2</td>
<td>0.22</td>
<td>0.66</td>
<td>0.06</td>
<td>0.01</td>
<td>0.05</td>
<td>0</td>
<td>0.41</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>0.15</td>
<td>0.70</td>
<td>0.10</td>
<td>0.03</td>
<td>0</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>0.12</td>
<td>0.01</td>
<td>0.08</td>
<td>0.63</td>
<td>0.15</td>
<td>0</td>
<td>0.39</td>
</tr>
<tr>
<td>5</td>
<td>0.01</td>
<td>0.03</td>
<td>0.03</td>
<td>0.26</td>
<td>0.67</td>
<td>0</td>
<td>0.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>d</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.55</td>
<td>0.22</td>
<td>0.17</td>
<td>0.04</td>
<td>0.02</td>
<td>0</td>
<td>0.37</td>
</tr>
<tr>
<td>2</td>
<td>0.19</td>
<td>0.45</td>
<td>0.33</td>
<td>0.02</td>
<td>0.01</td>
<td>0</td>
<td>0.37</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.31</td>
<td>0.56</td>
<td>0.07</td>
<td>0.05</td>
<td>0</td>
<td>0.38</td>
</tr>
<tr>
<td>4</td>
<td>0.12</td>
<td>0.03</td>
<td>0.06</td>
<td>0.46</td>
<td>0.34</td>
<td>0</td>
<td>0.36</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.03</td>
<td>0.04</td>
<td>0.35</td>
<td>0.43</td>
<td>0</td>
<td>0.36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>d</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.69</td>
<td>0.22</td>
<td>0.06</td>
<td>0.02</td>
<td>0.02</td>
<td>0</td>
<td>0.43</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
<td>0.68</td>
<td>0.02</td>
<td>0.03</td>
<td>0.07</td>
<td>0</td>
<td>0.42</td>
</tr>
<tr>
<td>3</td>
<td>0.06</td>
<td>0.01</td>
<td>0.66</td>
<td>0.03</td>
<td>0.24</td>
<td>0</td>
<td>0.42</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.16</td>
<td>0.10</td>
<td>0.68</td>
<td>0.04</td>
<td>0</td>
<td>0.41</td>
</tr>
<tr>
<td>5</td>
<td>0.01</td>
<td>0.09</td>
<td>0.25</td>
<td>0.03</td>
<td>0.62</td>
<td>0</td>
<td>0.41</td>
</tr>
</tbody>
</table>
Because when an object is totally occluded, the appearance is no longer reliable. A dynamic cascade of tracking features is proposed to reduce computational complexity when possible and to increase trackability when occlusion happens. At different degree of occlusion, each feature is determined to be enable or disable by trackability and computational complexity analysis.

When occlusion happens, the appearance information will be occluded and be disturbed by the nearby object. So the reliability of appearance and velocity are not as good as those without occlusion.

The computational complexities of the three features are sorted as follows $O(V) > O(A) > O(P)$, where $O(V)$ is the computational complexity of pixel optical flow, $O(A)$ is the computational complexity of appearance match and $O(P)$ is the computational complexity of position prediction. $O(P)$ is much smaller than $O(A)$ and $O(V)$. Position prediction cost little time during tracking and is not affected by the degree of occlusion. So position prediction should be used for all degree of occlusion. The feature of appearance and velocity should be determined whether enable or disable.

Because successful tracking rate is a good indicator of trackability, we investigated the successfull tracking rate of different feature combinations at different occlusion cases. One occlusion case is one object occlusion tracking for one frame. 27062 frame occlusion objects have been test for different feature combinations. From Fig. 7 we can see that the successful tracking rate of the feature combination of position + appearance and position + velocity are similar. But $O(V)$ is greater than $O(A)$. So velocity is not singly combined with position. Then we have three feature combinations which are shown as follows:
1. Position ($P$)
2. Position + Appearance ($P+A$)
3. Position + Appearance + Velocity ($P+A+V$)

When degree of occlusion is small, The successful tracking rates of combination ($P+A$) and ($P+A+V$) are similar and that of ($P$) is much smaller than those of ($P+A$) and ($P+A+V$). So when degree of occlusion is small, the reliability of velocity is small. The tracking feature velocity is not used in this range of degree of occlusion.

As the degree of occlusion grows, the successful tracking rate of ($P+A+V$) is much larger than those of ($P$) and ($P+A$), so all the tracking features should be used to obtain enough accuracy.

When the objects are almost totally occluded, the successful tracking rate of the three combinations are similar. But the computation complexity of ($P$) is much smaller than those of the other two, so only the position is used now.

During occluded objects tracking, the degree of occlusion of each object is increasing first, then begin to decrease. So in the tracking process, a step of estimating degree of occlusion will be done first. Then the tracking features are selected to be used. The tracking feature selection process is summarize in Fig. 8.

Two thresholds $\theta_1, \theta_2$ are used to divided the degree of occlusion into three levels. The degree of occlusion which is in the range $[0, \theta_1)$ is slight occlusion, while in the range $[\theta_1, \theta_2)$ is partial occlusion. The degree of occlusion which is in the range $[\theta_2, 1]$ is heavy occlusion. Thresholds $\theta_1, \theta_2$ are experientially decided considering both the successful tracking rate and computation complexity. In our experiments, the following values are chosen $\theta_1 = 0.3, \theta_2 = 0.8$.

5 Experiments

The algorithm is implemented in C++ program language and the experiments are conducted on computer with 2 Intel Pentium 2.8G CPUs and 1G memory.
Nearly 100 minutes of videos have been used to test the algorithm. These videos are taken from the street and are from different views. An average performance of 10 frames/second (320 × 288 pixels, color) can be reached.

There are 27062 frame occlusion objects which have different occlusion degree. The occlusion cases have been classified into ten categories according to degree of occlusion. And each category has ten percent degree of occlusion. Each method combination has been used to track occlusion objects. Then the successful tracking rate of each category for each feature combination can be obtained. This can be seen in Fig. 9.

Some typical frames are shown in Fig. 9 and the confusion matrix are at the right. Three humans move together in the scene. In the top images, there is no occlusion happens. So the trackability of each object is higher. While in the bottom images, the three humans walk together and occlude each other. So their trackability is lower.

6 Conclusion

Object trackability is proposed to measure how well the object can be tracked using given features. Three tracking features (appearance, velocity and position) are used to form feature combinations in this paper. Trackability is defined as the entropy of probability of the object in current frame corresponding to each object in the next frame. An example is shown in this paper to explain the trackability. A dynamic cascade structure for features is used to raise computation velocity. The degree of occlusion is estimated and the features are determined to be enable
or disable. 27062 frame occlusion objects are used to get the successful tracking rate of different feature combinations. Several tracking results are shown in this paper.

Obviously, more tracking features can be easily integrated into our framework, such as shape, color, kinematic and so on, this will remain as our future work.
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Abstract. Skeleton can be viewed as a compact shape representation in that the shape can be completely reconstructed from the skeleton. We present a novel method for skeleton pruning that is based on this fundamental skeleton property. We iteratively remove skeleton end branches with smallest relevance for shape reconstruction. The relevance of branches is measured as their contribution to shape reconstruction. The proposed pruning method allows us to overcome the instability of skeleton representation: a small boundary deformation leads to large changes in skeleton topology. Consequently, we are able to obtain very stable skeleton representation of planar shapes.

Keywords: Skeleton, skeleton pruning, shape reconstruction from skeleton.

1 Introduction

Skeleton, or Medial Axis, has been widely used for shape analysis and object recognition, such as image retrieval and computer graphics, character recognition, image processing, and analysis of biomedical images [1]. Although a lot of efforts were made to analyse the shape based on the skeletal trees/graphs [16][17][23][24][25][28], these approaches have only demonstrated applicability to objects with simple and distinctive shapes, and therefore, cannot be applied to more complex shapes like shapes in the MPEG-7 data set [20]. There are two main factors that constraint the performance of skeleton-based shape matching: 1) skeleton’s sensitivity to object’s boundary deformation: little noise or variation of boundary often generates redundant skeleton branches that may disturb the topology of skeleton’s graph seriously; 2) the time cost for extraction of skeleton and matching skeleton trees/graphs cannot satisfy the requirement of fast shape retrieval. The performance of skeleton matching depends directly on the property of shape representation. Therefore, to prune the grassy skeletons into the visual skeletons is usually inevitable [11]. The goal of this paper is to introduce a novel method for skeleton pruning, called Discrete Skeleton Evolution (DSE). The motivation of DSE is that removing the end branches of skeletons iteratively will not change the topology of the original shape, which benefits from the recent work of Bai et al. [19]. We obtained in a natural way a hierarchical structure of simplified skeletons as illustrated in Fig. 1.
related work

Skeletonization approaches can be broadly classified into four types: thinning algorithms [5][6], discrete domain algorithms based on the Voronoi diagram [2][8][15], algorithms based on distance transform [3][4][7][9], and algorithms based on mathematical morphology [12][13][18].

All the obtained skeletons are subjected to the skeleton’s sensitivity and many of them also include pruning methods along with the skeletonization. As an essential part of skeletonization algorithms, skeleton pruning algorithms usually appear in a variety of application-dependent formulations [11]. There are mainly two ways of pruning methods: (1) based on significance measures assigned to skeleton points [2][3][11][27], and (2) based on boundary smoothing before extracting the skeletons [11][21]. In particular, curvature flow smoothing still have some significant problems that make the position of skeletons shift and have difficulty in distinguishing noise from low frequency shape information on the boundary [11]. A different kind of smoothing is proposed in [10]. A great progress have been made in the type (1) of pruning approaches that define a significance measure for skeleton points and remove points whose significance is low. Shaked and Bruckstein [11] give a complete analysis and compare such pruning methods. To the common significance measures of skeleton points belong to propagation velocity, maximal thickness, radius

Fig. 1. The skeleton evolution process results in iterative pruning of the skeleton of a bird, (a) is the original skeleton and (b)–(f) are the pruned skeletons with the different thresholds

1.1 Related Work

Skeletonization approaches can be broadly classified into four types: thinning algorithms [5][6], discrete domain algorithms based on the Voronoi diagram [2][8][15], algorithms based on distance transform [3][4][7][9], and algorithms based on mathematical morphology [12][13][18].

All the obtained skeletons are subjected to the skeleton’s sensitivity and many of them also include pruning methods along with the skeletonization. As an essential part of skeletonization algorithms, skeleton pruning algorithms usually appear in a variety of application-dependent formulations [11]. There are mainly two ways of pruning methods: (1) based on significance measures assigned to skeleton points [2][3][11][27], and (2) based on boundary smoothing before extracting the skeletons [11][21]. In particular, curvature flow smoothing still have some significant problems that make the position of skeletons shift and have difficulty in distinguishing noise from low frequency shape information on the boundary [11]. A different kind of smoothing is proposed in [10]. A great progress have been made in the type (1) of pruning approaches that define a significance measure for skeleton points and remove points whose significance is low. Shaked and Bruckstein [11] give a complete analysis and compare such pruning methods. To the common significance measures of skeleton points belong to propagation velocity, maximal thickness, radius
function, axis arc length, the length of the boundary unfolded. Ogniewicz et al. [2] present a few significance measures for pruning hairy Voronoi skeletons without disconnecting the skeletons. Siddiqi et al. combine a flux measurement with the thinning process to extract a robust and accurate connected skeleton [22]. However, the error in calculating the flux is both limited by the pixel resolution and also proportional to the curvature of the boundary evolution front. This makes the exact location of endpoints difficult. Torsello et al. [18] overcome this problem by taking into account variations of density due to boundary curvature and eliminating the curvature contribution to the error. Recently, Bai et al. present a novel skeleton pruning method by dividing the contour into separate segments with the vertices from DCE (Discrete Curve Evolution) [19]. Since DCE does not change the topology, the pruned skeleton has the topology of the input skeleton.

2 Discrete Skeleton Evolution

Before we introduce the proposed approach, we give some definitions. According to Blum’s definition of the medial axis [1], the skeleton \( S \) of a set \( D \) is the locus of the centers of maximal disks. A maximal disk of \( D \) is a closed disk contained in \( D \) that is interiorly tangent to the boundary \( \partial D \) and that is not contained in any other disk in \( D \). Each maximal disc must be tangent to the boundary in at least two different points. With every skeleton point \( s \in S \) we also store the radius \( r(s) \) of its maximal disk.

By Theorem 8.2 in [26], the skeleton \( S \) is a geometric graph, which means that \( S \) can be decomposed into a finite number of connected arcs, called skeleton branches, composed of points of degree two, and the branches meet at skeleton joints (or bifurcation points) that are points of degree three or higher.

Definition 1. The skeleton point having only one adjacent point is an endpoint (the skeleton endpoint); the skeleton point having more than two adjacent points is a junction point. If a skeleton point is not an endpoint or a junction point, it is called a connection point. (Here we assume the curves of the skeleton is one-pixel wide)

Definition 2. A skeleton end branch is part of the skeleton between a skeleton endpoint and the closest junction point. Let \( l_i (i = 1, 2, \ldots, N) \) be the endpoints of a skeleton \( S \). For each endpoint \( l_i, f(l_i) \) denotes the nearest junction point. Formally, an end branch \( P(l_i, f(l_i)) \) is the shortest skeleton path between \( l_i \) and \( f(l_i) \).

For example, in Fig. 2, arc from 1 to \( a \) is a skeleton end branch: \( P(1, f(1)) = P(1,a) \). The arc from \( a \) to \( b \) is not an end branch; it is a skeleton (inner) branch. Observe that point \( a \) is the nearest junction point of two endpoints (1 and 7).

Based on Blum’s definition of a skeleton, a skeleton point \( s \) must be the center of a maximal disk/ball contained in the shape \( D \).
Definition 3. Let \( r(s) \) denotes the radius of the maximal disk \( B(s, r(s)) \) centered at a skeleton point \( s \). The reconstruction of a skeleton \( S \) is denoted \( R(S) \) and given by

\[
R(S) = \bigcup_{s \in S} B(s, r(s))
\]  

Fig. 3. The reconstruction (b) of the original skeleton (a) is very close to the original shape in (c)

As illustrated in Fig.3, we can reconstruct the original shape from its skeleton. Skeleton pruning can be seen as a simplification for skeleton, meanwhile, we hope the pruned skeleton can contain enough information of the shape.

In this paper, we introduce an iterative algorithm to prune the skeleton. In every step, we remove one end branch with the lowest weight. There are two motivations: 1) removing an end branch will not change the skeleton’s topology; 2) the end branch with low contribution to the reconstruction is removed first.

We define the weight \( w_i \) for each end branch \( P(l, f(l)) \) as:
where function $A(\cdot)$ is the area function. The intuition for skeleton pruning is that an end branch with a small weight $w_i$ has a negligible influence on the reconstruction, since the area of the reconstruction without this branch is nearly the same as the area of the reconstruction with it. Therefore, it can be removed. The proposed skeleton pruning is based on iterative removal of end branches with the smallest weights until the desirable threshold is met.

The skeleton pruning algorithm is as follows:

1. We initialize the weights of all end branches $w^{(0)}_i$ ($i = 1,2,...,N^{(0)}$) based on the original skeleton $S^{(0)}$:

\[ w^{(0)}_i = 1 - \frac{A(R(S^{(0)} - P(l^{(0)}_i, f(l^{(0)}_i))))}{A(R(S^{(0)}))} \] (3)

2. In the $k$th iteration step, for $i = 1,2,...,N^{(k)}$ compute the weight for each end branch in the skeleton $S^{(k)}$:

\[ w^{(k)}_i = 1 - \frac{A(R(S^{(k)} - P(l^{(k)}_i, f(l^{(k)}_i))))}{A(R(S^{(k)}))} \] (4)

3. Select the minimal weight $w^{(k)}_{\min}$. If $w^{(k)}_{\min}$ is smaller than threshold $t$, go to 4; else, stop the evolution and output the $S^{(k)}$ as the final result.

4. Remove end branch $P^{(k)}_{\min}$ with the lowest weight $w^{(k)}_{\min}$ and obtain the new skeleton:

\[ S^{(k+1)} = S^{(k)} - P^{(k)}_{\min} \] (5)

5. Set $k = k + 1$ and go to 2.

It is easy to see that this algorithm preserves the skeleton topology, since only end branches are removed. This fact is proven in Theorem 1, which states that $S^{(k+1)}$ is topologically equivalent to the original skeleton $S$.

**Theorem 1.** For every $k$, $S^{(k+1)} = S^{(k)} - P^{(k)}_{\min}$ is a strong deformation retract of $S$.

**Proof:** We will show that $S^{(k+1)}$, is a strong deformation retract of $S^{(k)}$. Since composition of strong deformation retractions is a strong deformation retraction, it follows that $S^{(k+1)}$, is a strong deformation retract of $S$.

We obtain $S^{(k+1)}$ by removing end branch $P(l_{\min}, f(l_{\min}))$ from $S^{(k)}$. Therefore, mapping $\pi$: $S^{(k)} \rightarrow S^{(k+1)}$ defined as identity on $S^{(k+1)}$ and $\pi(P(l_{\min}, f(l_{\min}))) = f(l_{\min})$ is a strong deformation retraction. This proves the theorem.
The robustness to noise and other boundary deformations of the proposed method follows form the fact that we compare the area. As it is well known, even significant contour noise has very small effect on the object area. We will demonstrate this fact in Section 3.1. Moreover, the area of articulated parts remains nearly constant, which makes the proposed skeleton pruning robust for articulated objects. For example, the obtained skeletons of the classes of Glas and Elephant in Fig.5 are with clear structures and insensitive to the boundary protrusions. Observe also that our approach does not shorten the remaining skeleton branches, since we only completely remove end branches. This is a desirable feature for object recognition, which we illustrate in Section 3.2.

3 Experiments and Discussions

In this section, we evaluate the performance of the proposed method in three parts. In Section 3.1, we demonstrate the stability to shape deformations and contour noise; In Section 3.2, we provide a comparison to other methods. In Section 3.3, we show that the proposed method is independent from the topology of the skeleton. This is in accord with Theorem 1, which guarantees topology preservation even in the presence of multiple loops.

3.1 Test on Kimia’s Dataset

In this Section, we want to demonstrate the robustness to shape deformations and noise. We apply the proposed method to a well-known dataset for shape analysis

Fig. 4. Sample shapes in Kimia’s dataset with original skeletons
(Kimia’s 216 shapes), which consists of 18 classes with 12 shapes in each class [16]. The shapes in the same class are similar but slightly different, and the original skeletons are very grassy due to the many small noises or changes on their boundary as shown in Fig.4. We use the same threshold $t$ for the shapes in the same class, and the values of $t$ for all the classes are listed in Table.1. We put all the results in Fig.5. The obtained pruned skeletons in Fig.5 seem to be in accord with human perception and stable to the threshold $t$, which can be used for skeleton-based shape analysis efficiently.

Fig. 5. The pruned skeletons of Kimia’s dataset
Fig. 5. (continued)
Table 1. The values of $t$ used in our experiments on Kimia’s 18 classes

<table>
<thead>
<tr>
<th>Class</th>
<th>Bone</th>
<th>Glas</th>
<th>Heart</th>
<th>Misk</th>
<th>Bird</th>
<th>Brick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
<td>0.0015</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.010</td>
</tr>
<tr>
<td>Class</td>
<td>Camel</td>
<td>Car</td>
<td>Children</td>
<td>Classic</td>
<td>Elephant</td>
<td>Face</td>
</tr>
<tr>
<td>Threshold</td>
<td>0.005</td>
<td>0.004</td>
<td>0.010</td>
<td>0.004</td>
<td>0.004</td>
<td>0.008</td>
</tr>
<tr>
<td>Class</td>
<td>Fork</td>
<td>Fountain</td>
<td>Hammer</td>
<td>Key</td>
<td>Ray</td>
<td>Turtle</td>
</tr>
<tr>
<td>Threshold</td>
<td>0.005</td>
<td>0.006</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
<td>0.007</td>
</tr>
</tbody>
</table>

3.2 Comparison with Other Methods

We compare our result with two recent publications: 1) Torsello’s modified Hamilton Jacob Skeleton [18]; 2) Bai’s pruned skeleton by contour partitioning with DCE [19].

Fig. 6. Comparison with Torsello’s results in [18]: column (a) are the example original shapes, column (b) are Torsello’s results, and column (c) are our results by DSE.
We test our algorithm on several representative shapes in Torsello’s paper [18]. In Fig.6, it’s easy to observe that our results are comparable to Torsello’s results, and all the results are computed with the same $t (t = 0.005)$. In addition, our method never shortens the skeleton branches. For example, in Torsello’s results, some skeleton branches of women’s head are much shorter than our result.

Fig. 7. Comparison with Bai’s result in [19]
We also compare our result with pruning result by DCE in [19]. As shown in Fig. 7, we can observe that the results of two methods are very close with clear structure, but our result (when \( t = 0.005 \)) in Fig. 7(b) is more stable to the small protrusions, such as the short branches ended at the legs of the camel in Fig. 7(a). The reason for solving this problem is that our method is based on skeletons directly.

### 3.3 Test on Skeletons with Loops

In this section, we show the performance of the proposed method on the images with holes. Fig. 8 gives the skeletons of a Chinese character. Our pruned skeleton in Fig. 8 (b) is better than the thinning result (c) obtained with a morphological thinning. An example in [19] is also performed by the proposed algorithm in Fig. 9, and the pruned results in Fig. 9(b) and Fig. 9(c) demonstrate that our method is topology preserved.

![Fig. 8. The Skeletons of a Chinese character. (a) and (b) is the original skeleton and the pruned skeleton separately, and (c) is the result of morphological thinning.](image)

![Fig. 9. The skeletons of a face in [19]. (a) is the original skeleton, (b) and (c) are the pruned results with different thresholds.](image)
3.4 Some Experimental Details

All the original skeletons in this paper were generated based on the distance transform by the algorithm in [4]. Our pruning algorithm is with high time cost due to the reconstruction in every iterative step, and the average time for pruning a noisy skeleton is about 4 minutes on the PC with 1.5 GHZ CPU and 512M RAM. Therefore, for increasing speed, another way is encouraged: First, prune the skeletons with the pruning algorithm in [19] in the coarse level; then, prune the pruned skeletons from algorithm [19] with the proposed algorithm. In this way, the average time cost for one pruning has been reduced to about 15 seconds.

4 Conclusions and Future Work

We present an iterative algorithm for pruning skeleton that is based on removing the end branch with the lowest weight for reconstruction in each step. The experiments prove that DSE is an efficient tool for skeleton-based representation and recognition. Even for different shapes of the same class in Kimia’s dataset, we can use the same threshold, which is very important for automatic recognition with skeletons. Moreover, we have proved that DSE is topology preserved both in theorem and experiment. In the future, our work will focus on pruning 3D curve skeletons in analogous way.
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Abstract. Most of the traditional methods for shape classification are based on contour. They often encounter difficulties when dealing with classes that have large nonlinear variability, especially when the variability is structural or due to articulation. It is well-known that shape representation based on skeletons is superior to contour based representation in such situations. However, approaches to shape similarity based on skeletons suffer from the instability of skeletons and matching of skeleton graphs is still an open problem. Using a skeleton pruning method, we are able to obtain stable pruned skeletons even in the presence of significant contour distortions. In contrast to most existing methods, it does not require converting of skeleton graphs to trees and it does not require any graph editing. We represent each shape as set of shortest paths in the skeleton between pairs of skeleton endpoints. Shape classification is done with Bayesian classifier. We present excellent classification results for complete shape.

Keywords: Skeleton pruning, skeleton path, Bayesian Classification.

1 Introduction

An important goal in image analysis is to classify and recognize objects. They can be characterized in several ways, using color, texture, shape, movement, and location. Shape, as a significant factor of objects, is an important research direction in image classification and recognition. Shape of planar objects can be described based on their contours or on skeletons.

When utilizing contours in classification and recognition, shape classes that have a large nonlinear variability of global shape, due to structural variation, articulation, or other factors, present a challenge for several existing shape recognition approaches. Approaches that match the target shape to stored example shapes require a large number of stored examples to capture the range of variability [1]. Furthermore, existing example-based and model-based approaches cannot handle object classes that have different parts or numbers of parts without splitting the class into separate subclasses. This type of structural variation can be handled by approaches that
represent part relationships explicitly and match shapes syntactically; however, these structural approaches are computationally expensive [2].

On the other hand, skeleton (or medial axis), which integrates geometrical and topological features of the object, is an important shape descriptor for object recognition [4]. Shape similarity based on skeleton matching usually performs better than contour or other shape descriptors in the presence of partial occlusion and articulation of parts [5][6][7][1]. However, it is a challenging task to automatically recognize the objects using their skeletons due to skeleton sensitivity to boundary deformation [8]. Usually the skeleton branches have to be pruned for recognition [8][9][10][11]. Moreover, another major restriction of recognition methods based on skeleton is a complex structure of obtained tree or graph representations of the skeletons. Graph edit operations are applied to the tree or graph structures, such as merge and cut operations [12][13][14][15][16], in the course of the matching process. Probably the most important challenge for skeleton similarity is the fact that the topological structure of skeleton trees or graphs of similar object may be completely different. Besides, some methods [21] have focused on utilizing geometry measures to gauge the similarity of 2D shapes by comparing their skeletons. This fact is illustrated in Fig. 1. Although the skeletons of the two horses (a) and (b) are similar, their skeleton graphs (c) and (d) are very different. This example illustrates the difficulties faced by approaches based on graph edit operations in the context of skeleton matching. To match skeleton graphs or skeleton trees like the ones shown in Fig. 1, some nontrivial edit operations (cut, merge, et al.) are inevitable.

On the other hand, skeleton graphs of different objects may have the same topology as shown in Fig. 2. The skeletons of the brush in Fig. 2(a) and the pliers in Fig. 2(b) have the same topology as shown in Fig. 2(c).

![Fig. 1. Visually similar shapes in (a) and (b) have very different skeleton graphs in (c) and (d)](image-url)
The proposed method combines Bayesian classifier and a novel skeleton representation that overcomes the above limitations. This paper utilizes a three-level statistical framework including distinct models for dataset, class, and part. Bayesian inference is used to perform classification within this framework. Based on Bayes rule, the posterior probabilities of classes can be computed by the difference between skeletons of query shape and the shape in dataset. In the proposed framework, it can work well to classify complete shapes.

In section 2, the background of the related method will be discussed. The way to obtain and represent skeletons is introduced in section 3 and 4. The Bayesian framework is given in the section 5. In section 6, experimental results and analysis on two different datasets have been given. At last, conclusion and future work are drawn out.

### 2 Background

This section briefly introduces some recent methods developed for shape matching, including classification, detection, and retrieval. A number of approaches are based on the contour. Belongie et al. [1] proposed the concept of ‘shape context’, which are log-polar histograms among different points on the shape. Through finding the correspondence between points on different shapes, this approach can get the similarity between the shapes. Some methods used boosting to classify objects. Bar-Hillel, et al. [17] designed a classifier based on a part-based, generative object model. The approach given by Opelt, et al. [18] developed a novel learning algorithm which uses Adaboost to learn the shape features. Besides the learning algorithm, Gorelick et al. [19] used the Poisson Equation to extract various shape properties for shape classification. Tu and Yuille presented an algorithm for shape matching and recognition based on a generative model for how one shape can be generated by the other [26]. Sun and Super [3] used distribution of contour parts in known object classes to classify shapes with Bayesian classifier. Their classification works only for complete query shapes.

In contrast to the methods based on contour, many researchers have worked on the approaches based on skeleton. Zhu et al. matched the skeleton graphs of objects using a branch-bounding method that was limited to motionless objects [12]. Shock graph was a kind of ARG proposed by Siddiqi and Dickinson et al [24][25], which was based on the shock Grammar. The distance between subgraphs was measured by comparing the eigenvalues of their adjacency matrices. Besides the methods for shape
similarity based on skeleton, a few approaches implemented the skeleton in classification. Sebastian et al [23] discussed an indexing technique on shock graph, Shokoufandeh, A et al [22] describe a framework for indexing such representations that embeds the topological structure of a directed acyclic graph (DAG) into a low-dimensional vector space. The main reason for this is that the past methods have high complexity. The proposed method defines a novel approach to classify the shape. The main difference between the proposed method and other methods is it utilizes the skeleton path into the Bayesian framework, which has never been discussed before. The results are very promising and the complexity of the proposed method is much lower than current methods, such as shock graph [2].

3 Obtain Skeleton by Skeleton Pruning

Any topology preserving method can be used to compute skeletons. We used the method by Choi et al. [9].

The limitation of the skeleton is that it is sensitive to the boundary deformation and the noise. Therefore, it is difficult to obtain the ideal skeletons to recognize the objects. In order to solve this problem, this method utilizes skeleton pruning introduced in [10] to improve the skeleton. First, Discrete Curve Evolution (DCE) simplifies the polygon. Then the skeleton is pruned so that only branches ending at the DCE vertices remain. For example, in Fig. 3 (a) the skeleton contains a lot of noise. In Fig. 3 (b) all the endpoints (denoted by 1, 2, ..., 14) of the elephant’s skeleton are vertices of the DCE simplified polygon (in red). The pruned skeleton is guaranteed to preserve the topology of the shape and it is robust to noise and boundary deformation [10]. Moreover, the skeleton endpoints are guaranteed to lie on the object contour.

![Fig. 3. (a) The original input skeleton. (b) The skeleton pruned with contour partitioning [10].](image)

4 Shape Representation with Skeleton Paths

The endpoint in the skeleton graph is called an end node, and the junction point in the skeleton graph is called a junction node. The shortest path between a pair of end
nodes on a skeleton graph is called a skeleton path. We show a few example skeleton paths in Fig 4.

![Fig. 4. The elephant’s skeleton and the shortest paths (in red) between the pairs of endpoints](image)

The shortest paths between every pair of skeleton endpoints are represented as sequences of radii of the maximal disks at corresponding skeleton points.

Suppose there are $N$ end nodes in the skeleton graph $G$ to be matched, and let $v_i$ ($i = 1, 2, \ldots, N$) denote the $i$th end node along the shape contour in the clockwise direction. Let $sp(m, n)$ denote the skeleton path from $v_m$ to $v_n$. We sample $sp(m, n)$ with $M$ equidistant points, which are all skeleton points. Let $R_{m,n}(t)$ denote the radius of the maximal disk at the skeleton point with index $t$ of in $sp(m, n)$. Let $R_{m,n}$ denote a vector of the radii of the maximal disks centered at the $M$ sample skeleton points on $sp(m, n)$:

$$R_{m,n} = (R_{m,n}(t))_{t=1,\ldots,M} = (r_1, r_2, \ldots, r_M) \quad (1)$$

In this paper, the radius $R_{m,n}(s)$ is approximated with the values of the distance transform $DT(s)$ at each skeleton point $s$. Suppose there are $N_0$ pixels in the original shape $S$. To make the proposed method invariant to the scale, we normalize $R_{m,n}(s)$ in the following way:

$$R_{m,n}(s) = \frac{1}{N_0} \sum_{i=1}^{N_0} DT(s_i) \quad (2)$$

where $s_i$ ($i=1, 2, \ldots, N_0$) varies over all $N_0$ pixels in the shape.

The shape dissimilarity between two skeleton paths is called a path distance. If $R$ and $R'$ denote the vectors of radii of two skeleton paths $sp$ and $sp'$ respectively, the path distance $pd$ between $sp$ and $sp'$ is:

$$pd(R, R') = \sum_{i=1}^{M} \left( \frac{r_i - r'_i}{r_i + r'_i} \right)^2 \quad (3)$$
5 Bayesian Classification

Compared to the method in [3], which uses contour segments and Bayesian classification to perform a recognition task, our method uses paths instead of contour segments. The basic idea is very simple, similar shape should have similar paths. Therefore, the difference of paths between similar shapes should be small. This Bayesian framework can obtain the classification by summing the difference of query shape’s skeleton paths to the all of the shapes’ skeleton paths in the same class. The smaller the difference is, the more possible the query shape belongs to the class.

Given a shape $\omega'$ that should be classified by Bayesian Classifier, we build the skeleton graph $G(\omega')$ of $\omega'$ and input $G(\omega')$ as the query. For a skeleton graph $G(\omega')$, if the number of end nodes is $n$, the corresponding number of paths is $n(n-1)$ compared to the number of parts $n!$ in [3]. Then, the Bayesian Classifier computes the posterior probability of all classes for each path $sp' \in G(\omega')$. By accumulating the posterior probability of all of the paths of $G(\omega')$, the system automatically yields the ranking of class hypothesis.

If two different paths have small pd value, the value of probability should be large. Otherwise, it should be small. Therefore, we use Gaussian distribution to compute the probability $p$:

$$p(sp' | sp) = \frac{1}{\sqrt{2\pi\alpha}} \exp\left(-\frac{pd(sp', sp)^2}{2\alpha}\right)$$ (4)

For different datasets, the $\alpha$ should be different. In our experiments, for the dataset of Aslan and Tari [20], $\alpha=0.15$ and $\alpha=0.05$ for Kimia dataset [2].

The class-conditional probability for observing $sp'$ given that $\omega'$ belongs to class $c_i$ is:

$$p(sp' | c_i) = \sum_{sp \in G(c_i)} p(sp' | sp) p(sp | c_i)$$ (5)

We assume that all paths within a class path set are equiprobable, therefore

$$p(sp | c_i) = 1/|G(c_i)|$$ (6)

c_i is one of the M classes.

The posterior probability of a class given that path $sp' \in G(\omega')$ is determined by Bayes rule:

$$p(c_i | sp') = \frac{p(sp' | c_i) p(c_i)}{p(sp')}$$ (7)

Similar to the above assumption, $p(c_i)=1/M$. The probability of $sp'$ is equal to

$$p(sp') = \sum_{i=1}^{M} p(sp' | c_i) p(c_i)$$ (8)

Through the above formulas, we can get the posterior probability of all paths of $G(\omega')$. By summing the posterior probabilities of a class over the set of paths in the input shape, we obtain the probability that the input shape belongs to a given class. Obviously, the biggest one, $C_m$, is the class that input shape belongs to.
6 Experiments

In this section, we evaluate the performance of the proposed method based on the dataset of Aslan and Tari [20]. We selected this dataset due to large variations of shapes in the same classes. As shown in Fig. 5, Aslan and Tari dataset includes 14 classes of articulated shapes with 4 shapes in each class. We use each shape in this dataset as a query, and show the classification result of our system in Fig. 6. We used leave one out classification, i.e., the query shape was excluded from its class.

\[
C_m = \arg \max_{i=1,\ldots,M} \sum_{sp \in G(a')} p(c_i \mid sp')
\]  

The table in Fig. 6 is composed of 14 rows and 9 columns. The first column of the table represents the class of each row. For each row, there are four experimental results which belong to the same class. Each experimental result has two elements. The first one is the query shape and the second one is the classification result of our system. If the result is correct, it should be the equal to the first column of the row. The red numbers mark the wrong classes assigned to query objects. Since there is only one error in 56 classification results, the classification accuracy in percentage by this measure is 98.2%. In fact, the only error is reasonable. Even a human can misclassify it. The query shape is very similar to star, the class 8. Therefore, in some sense, we can conclude that all of our results are correct.

Fig. 5. Aslan and Tari dataset [20] with 56 shapes
**Fig. 6.** Results of the proposed method on Aslan and Tari dataset [20]. Since each class is composed of 4 shapes, the class of query and the result should be the same. Red numbers mark the results where this is not the case.

<table>
<thead>
<tr>
<th>class</th>
<th>query</th>
<th>result</th>
<th>query</th>
<th>result</th>
<th>query</th>
<th>result</th>
<th>query</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>14</td>
<td></td>
<td></td>
<td>14</td>
<td>14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 7.** Results of the Sun and Super’s method on Aslan and Tari dataset [20]. Since each class is composed of 4 shapes, the class of query and the result should be the same. Red numbers mark the results where this is not the case.

<table>
<thead>
<tr>
<th>class</th>
<th>query</th>
<th>result</th>
<th>query</th>
<th>result</th>
<th>query</th>
<th>result</th>
<th>query</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>14</td>
<td></td>
<td></td>
<td>14</td>
<td>14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
We compared our method to the method presented by Sun and Super in [3], their method uses the same Bayesian classifier but is based on contour parts. As shown in Fig.7, their method yields 4 wrong results for 56 query shapes, so the accuracy is only 92.8%.

Moreover, the classification time for all 56 shapes with the proposed method takes only 5 minutes on the PC with 1.5 GHZ CPU and 512M RAM. However, Sun and Super’s method takes 13 minutes on the same computer.

We also apply the proposed method to Kimia dataset [23] as shown in Fig. 8, which includes 18 classes, and each class is consisted of 12 shapes. In each experiment, we remove the query shape from the dataset Therefore there are 215 shapes in dataset and one query shape. Since there are only 12 errors in 216 classification results, the classification accuracy in percentage is 94.4%, which is comparable to Sun and Super’s result [3]. Though the accuracy of Sebastian et al [23] on the dataset is 100 percent which is better than the proposed method, the proposed method is still promising. The classification time for all 216 shapes with the proposed method takes only nearly 25 minutes on the PC with 1.5 GHZ CPU and 512M RAM.

Fig. 8. Eighteen classes in Kimia dataset [23]

In Fig.9, we just give out 2 correct experimental results for each class and the last four images are chosen from the 12 error classifications, the wrong classification results are in red. The reason for the first wrong classification is the skeleton of head
of the bird is similar to the same part of camel. For the glass, the skeleton is similar to the end of the bone. Moreover, the turtle is misclassified to elephant, as the tail part is like the same part of elephant. The Misk is like the brick in some sense, therefore the misclassification is reasonable.

Moreover, based on the classification results, the proposed method is rotation and scale invariant. In the experiment of the first dataset, Aslan and Tari dataset [21], the shapes have been rotated but the results are still correct. For the dataset of kimia [23], the size of the shape in the same class is different from each other. The proposed method can still obtain over 94 percent accuracy.

<table>
<thead>
<tr>
<th>Query</th>
<th>Result</th>
<th>Query</th>
<th>Result</th>
<th>Query</th>
<th>Result</th>
<th>Query</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bone</td>
<td></td>
<td>Bone</td>
<td></td>
<td>Classic car</td>
<td></td>
<td>Classic car</td>
<td></td>
</tr>
<tr>
<td>Glass</td>
<td></td>
<td>Glass</td>
<td></td>
<td>elephant</td>
<td></td>
<td>elephant</td>
<td></td>
</tr>
<tr>
<td>heart</td>
<td></td>
<td>heart</td>
<td></td>
<td>face</td>
<td></td>
<td>face</td>
<td></td>
</tr>
<tr>
<td>Misk</td>
<td></td>
<td>Misk</td>
<td></td>
<td>fork</td>
<td></td>
<td>fork</td>
<td></td>
</tr>
<tr>
<td>Bird</td>
<td></td>
<td>Bird</td>
<td></td>
<td>fountain</td>
<td></td>
<td>fountain</td>
<td></td>
</tr>
<tr>
<td>Brick</td>
<td></td>
<td>Brick</td>
<td></td>
<td>hammer</td>
<td></td>
<td>hammer</td>
<td></td>
</tr>
<tr>
<td>camel</td>
<td></td>
<td>camel</td>
<td></td>
<td>key</td>
<td></td>
<td>key</td>
<td></td>
</tr>
<tr>
<td>car</td>
<td></td>
<td>car</td>
<td></td>
<td>ray</td>
<td></td>
<td>ray</td>
<td></td>
</tr>
<tr>
<td>child</td>
<td></td>
<td>child</td>
<td></td>
<td>turtle</td>
<td></td>
<td>turtle</td>
<td></td>
</tr>
<tr>
<td>camel</td>
<td></td>
<td>bone</td>
<td></td>
<td>elephant</td>
<td></td>
<td>brick</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 9.** Part of the classification results on Kimia dataset

### 7 Conclusions

In this paper, we propose a novel method to classify the whole shape that is based on statistics of dissimilarities between shortest skeleton paths. Compared to the shock graph, we use the radius distance instead of the topology of skeleton to measure the similarity between two shapes. As the proposed method need not find corresponding between different skeleton paths, it avoids complex discussion on finding corresponding between two skeletons. Moreover, the result of two different datasets demonstrated that skeleton paths are very efficient shape representation for classification. However, as the probability of two paths is calculated based on the
radius difference between two paths, if one shape’s radiuses are totally different from other shapes in its class, the system may misclassify it to other classes. It is the drawback of the proposed method compared to the shock graph. In the future, our work will focus on solving this kind of problems and implementing the classification method in the part classification.
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Abstract. This paper illustrates and extends an efficient framework, called the square-root-elastic (SRE) framework, for studying shapes of closed curves, that was first introduced in [2]. This framework combines the strengths of two important ideas - elastic shape metric and path-straightening methods - for finding geodesics in shape spaces of curves. The elastic metric allows for optimal matching of features between curves while path-straightening ensures that the algorithm results in geodesic paths. This paper extends this framework by removing two important shape preserving transformations: rotations and re-parameterizations, by forming quotient spaces and constructing geodesics on these quotient spaces. These ideas are demonstrated using experiments involving 2D and 3D curves.

1 Introduction

Shape analysis of closed curves, in two, three, or higher dimensions, has become an important topic of study. In particular, a large number of mathematical representations and metrics have been proposed to analyze shapes of such curves, albeit mostly in two-dimensional situations. Despite the large variety in metrics proposed, there is an emerging consensus on the suitability of the elastic metric for curve-shape analysis. This metric uses a combination of bending and stretching/compression to find optimal deformations from one shape to another. Additionally, it is invariant to re-parameterizations of curves. On pre-defined shape spaces of curves, these deformations are computed as shortest paths, or geodesics, under this chosen metric. This metric was suggested by Younes [13] and Mio et al. [6,7]: the latter developed a shooting method to compute geodesic paths between arbitrary shapes. Several other authors, including Michor and Mumford [5] and Shah [11], have also highlighted the advantages of this metric.

Although there is continuing research on various shape representations and metrics, we point out that the computational evaluations of different approaches are yet to be performed. For instance, we can ask the question: Amongst the different representations, such as coordinate functions, angle functions, curvature functions, log-speed functions, and deformation vector fields, introduced for shape analysis of parameterized curves, which is the most efficient one for elastic shape analysis? We elaborate this question further. Consider the representation of a planar curve $\beta$ by its velocity vector $\dot{\beta}(s)$, seen...
as a complex scalar \( r(s)e^{i\theta(s)} \). Here \( r(s) \) is the instantaneous speed and \( \theta(s) \) is the angle made by \( \dot{\beta}(s) \) with the positive \( X \) axis. Mio et al. [7] use the pair \( (\phi, \theta) \), with \( \phi = \log(r) \), to represent and analyze the shape of \( \beta \). Other researchers have used \( r \) directly, or its integral form \( \int r(s)ds \), as representatives of speeds of curves. In this case, the elastic metric assumes a complicated form due to the requirement of invariance to parameterizations. Secondly, it may not be computationally efficient. As an example, in case of Mio et al., the elastic metric translates into the form,

\[
\langle (h_1, g_1), (h_2, g_2) \rangle_{(\phi, \theta)} = \int h_1(s)h_2(s)e^{\phi(s)}ds + \int g_1(s)g_2(s)e^{\phi(s)}ds.
\] (1)

This metric given by Eqn. 1 under the \( (\phi, \theta) \) representation varies from point to point on the shape manifold, and is thereby complicated to implement.

Recently, Joshi et al. [2] proposed a new framework that uses the square-root of the speed of the curve and greatly simplifies the computation of geodesics. Additionally, it applies a more stable as well as an efficient, path-straightening approach for finding geodesics. This framework has been called the Square-Root Elastic (SRE) framework, since it uses the square-root representation to obtain an elastic analysis of curves. The SRE framework has the following advantages. Under this representation, the elastic metric reduces to a simple \( L^2 \) metric. Not only is the metric the same at all points, but it is also much simpler to implement and study. The SRE framework combines the strengths of the elastic metric and the path straightening method for finding geodesics. Furthermore, there are convenient, isometric mappings from the proposed representation to other forms used previously. Finally, this approach is applicable to study of curves in \( \mathbb{R}^n \) for all \( n \) and not just \( n = 2 \).

In this paper, our focus is on the shapes of curves, rather than the curves themselves. The paper [2] constructed a space \( \mathcal{C} \) of closed curves in \( \mathbb{R}^n \), and presented algorithms for computing geodesic paths between curves in \( \mathcal{C} \). However, there are infinite number of elements in \( \mathcal{C} \) that represent the same shape. The reason for this multiplicity is that rigid rotations and re-parameterizations of a curve can result in different elements of \( \mathcal{C} \), but they all have the same shape. The sets of such representations are called orbits, and they form equivalent classes of shapes. For the purpose of shape analysis of curves, one needs to remove these shape-preserving transformations from the representation, and to compute geodesic paths in the resulting shape (quotient) space, called \( \mathcal{S} \). The shape space is viewed as the quotient of \( \mathcal{C} \) under the rotation \( SO(n) \) and re-parametrization \( \mathcal{D} \) groups, i.e. \( \mathcal{S} = \mathcal{C}/(SO(n) \times \mathcal{D}) \). To find geodesics in \( \mathcal{S} \), one needs to find the shortest geodesic path(s) between elements of orbits in \( \mathcal{C} \). Previous papers have used different techniques for removing these transformations. Since most of the past papers have studied curves in \( \mathbb{R}^2 \), where the rotation space is simply one-dimensional, one can do so using the exhaustive search [4]. The group of all re-parameterizations is often removed using the dynamic programming algorithm to match points across curves [7,10]. In this paper, we present a gradient approach that uses the differential geometry of these transformation groups, \( SO(n) \) and \( \mathcal{D} \), to match any two curves. The basic idea is to initialize a geodesic path in \( \mathcal{C} \) between arbitrary elements of the two given orbits, and to use the gradient directions on these spaces to iteratively reduce the geodesic length until one reaches a geodesic path in \( \mathcal{S} \).
The remainder of the paper is organized as follows. Section 2 summarizes the SRE framework for analyzing curves; it presents the square-root representation of curves and the path-straightening approach to finding geodesics in $C$. Section 3 presents the main results of this paper: defining shape space $S$ and computation of geodesic paths in $S$. This is followed by some experimental results in Section 4 and a short summary in Section 5.

2 Square-Root Elastic (SRE) Framework

Next, we summarize ideas presented in [2] for elastic matching of closed curves in $R^n$. There are two main ideas here: (i) the use of square-root representation of curves, and (ii) the use of path-straightening flows for computing geodesic paths. We summarize each of these ideas here, and refer the reader to [2] for further details.

2.1 Square-Root Representations of Curves

For the interval $I \equiv [0, 2\pi]$, let $\beta : I \rightarrow R^n$ be a curve with a non-vanishing derivative everywhere. Denote its shape by the function $q : I \rightarrow R^n$ as follows,

$$q(s) = \frac{\dot{\beta}(s)}{\sqrt{||\dot{\beta}(s)||}} \in R^n.$$  \hspace{1cm} (2)

Here, $s \in I$, $|| \cdot || \equiv \sqrt{(\cdot, \cdot)_{R^n}}$, and $(\cdot, \cdot)_{R^n}$ is taken to be the standard Euclidean inner product in $R^n$. The quantity $||q(s)||$ represents the square-root of the instantaneous speed of the curve $\beta$, whereas the ratio $q(s)/||q(s)||$ is the unit tangent vector for each $s \in [0, 2\pi]$ along the curve. Indeed, the curve $\beta$ can be recovered from $q$ using $
abla s = \beta(0) + \int_0^s ||q(t)|| q(t) \, dt$. Let $Q \equiv \{ q = (q_1, \ldots, q_n) : I \mapsto R^n | \forall i, q_i \in L^2 $ and $\forall s, q(s) \neq 0 \}$ be the space of all vector valued functions representing the curves as described above. This is an open subset of the infinite-dimensional vector space of all functions on $I$. Each element of this set represents an elastic curve on $R^n$. Denote $B \equiv \{ q \in Q | \int_0^{2\pi} ||q(s)|| q(s) ds = 1 \}$ as the space of all unit-length, elastic curves. The closure condition for a curve $\beta$ implies that $\int_0^{2\pi} \dot{\beta}(s) ds = 0$. For the square-root representation, this translates to $\int_0^{2\pi} ||q(s)|| q(s) ds = 0$. Define a mapping $G : Q \mapsto R^n$ according to $G_i = \int_0^{2\pi} q_i(s) ||q(s)|| ds$. The space obtained by the inverse image $A = G^{-1}(0)$ is the space of all closed, elastic curves. Then, the subset $C = A \cap B \subset Q$ is the space of all unit-length, closed and elastic curves that are invariant to translation and scaling.

The length of a geodesic or the “shortest path” between two points on a manifold depends on the Riemannian metric, which is an inner product defined on each tangent space of the manifold. Thus we would like to construct a tangent space $T_q(C)$ at each point $q$. We observe that the tangent space of $Q$ is the space of all vector valued functions with $L^2$ components. We define an inner-product on $Q$ as follows.
Theorem 1. The gradient vector field of $E$ is given by a $v$ in $T\alpha(F)$ such that $\frac{Dv}{dt} = \dot{\alpha}$, and $v(0) = 0$.

Theorem 1 implies that the gradient of $E$ in $T\alpha(F)$ is obtained by covariantly integrating the velocity vector field $\frac{d\alpha(t)}{dt}$ along the curve $\alpha$. Once the gradient in $T\alpha(F)$ is obtained, it can be orthogonally projected into $T\alpha(F_0)$ to obtain the required gradient for iteratively updating $\alpha$. This projection is specified using the following lemma.
Lemma 1. The orthogonal complement of the tangent space $T_{\alpha}(F_0)$ in $T_{\alpha}(F)$ is given by $T_{\alpha}^\perp(F_0) \equiv \{ w \in T_{\alpha}(F) \mid \frac{D}{dt}(\frac{Dw}{dt}) = 0 \}$.

Using this Lemma, a tangent vector field $v \in T_{\alpha}(F)$ can be projected onto $T_{\alpha}(F_0)$ by subtracting a component $w$ of $v$ that satisfies $\frac{D}{dt}(\frac{Dw}{dt}) = 0$; this property makes $w$ a covariantly linear vector field. In our case, $w$ is given by $t\hat{v}(t)$, where $\hat{v}(t)$ is a backward parallel transport of the vector field $v(1)$ along $\alpha$. After obtaining the gradient of the energy $E[\alpha]$ in $F_0$, we can update the path $\alpha$ in the direction of the gradient field $v$.

Now we can combine all the previous steps to compute geodesics in the space $C$. The first step is the initialization of a path $\alpha$ on $C$. Using the initialized path $\alpha$, Algorithm 1 summarizes various steps using the path-straightening approach in computing the geodesic. The resulting geodesic distance between the two curves is then given by

\begin{algorithm}
1: Initialize a path $\alpha$ between $q_0$ and $q_1$.
2: \textbf{repeat}
3: Compute the path velocity $\alpha_t \equiv \frac{d\alpha}{dt}$ along $\alpha$.
4: Calculate the covariant integral (\textit{v}) of $\frac{d\alpha}{dt}$.
5: Parallel translate (backward) $v(1)$ along $\alpha$ as $\tilde{w}$.
6: Form the gradient vector of $E$ in $T_{\alpha}(F_0)$ as $v = v - t\tilde{w}$.
7: Update the path $\alpha$ in the direction $v$.
8: Compute path energy $E = \frac{1}{2k} \sum_{\alpha} \langle \alpha_t(\tau), \alpha_t(\tau) \rangle$.
9: \textbf{until} $||\nabla E|| > \epsilon$
\end{algorithm}

\[ \int_0^1 \sqrt{\langle \dot{\alpha}(t), \dot{\alpha}(t) \rangle} \, dt, \] where $\hat{\alpha}$ is the resulting geodesic path.

3 Removing Shape Preserving Transformations

So far, we have constructed geodesics between a pair of curves in the $C$. In doing so, we implicitly assumed that the starting points of both the curves were fixed, and the rotational alignment remained unchanged. However, the “shape” of a curve remains invariant under rotations as well as the choice of starting point along the curve. Furthermore, the appearance of a curve, including its pose (scale, location, and orientation) is also invariant to the speed of traversal along the curve. In the following subsections, we define the space of elastic shapes, and outline an optimization algorithm that measures the “elastic” distance between curves under certain well-defined shape-preserving transformations.

3.1 Elastic Shape Space ($S$)

The idea of matching shapes of objects by studying their deformations under appropriate group actions is well known [1]. Following a slightly different approach, we are interested in constructing the shape space as a quotient space of $C$, modulo shape preserving transformations such as rigid rotations and re-parameterizations. In addition to
translation and scaling, we identify the following re-parameterizations and group actions on the curve that preserve its shape.

1. **Placement of origin (seed):** A change in the starting point of the curve \( q \in \mathcal{C} \) is represented by the action of a unit circle \( S^1 \) on \( q \), according to 
\[
 r \cdot q(s) = q((s - r) \mod 2\pi)
\]
for \( r \in [0, 2\pi] \) with 0 and \( 2\pi \) identified.

2. **Rigid rotation:** A rigid rotation of a curve is considered as a group action by a \( n \)-by-\( n \) rotation matrix \( O_n \in SO(n) \) on \( q \), and is defined as \( O_n \cdot q(s) = O_n q(s), \forall s \in [0, 2\pi] \).

3. **Re-parametrization by speed:** A curve traveled at arbitrary speeds is said to be re-parameterized by a non-linear differentiable map \( \gamma \) (with a differentiable inverse) also referred to as a diffeomorphism. We define \( \mathcal{D} = \{ \gamma : S^1 \to S^1 \} \) as the space of all orientation-preserving and origin-preserving diffeomorphisms. Then, the resulting variable speed parameterizations of the curve can be thought of as diffeomorphic group actions of \( \gamma \in \mathcal{D} \) on the curve \( q \). This group action is derived as follows. Let \( q \) be the representation of a curve \( \beta \). Let \( \alpha = \beta(\gamma) \) be a re-parametrization of \( \beta \) by \( \gamma \). Then the respective velocity vectors can be written as 
\[
 \dot{\alpha} = \dot{\beta}(\gamma) = \dot{\gamma} q(\gamma) \Vert \dot{q}(\gamma) \Vert = \Vert \gamma \dot{q}(\gamma) \Vert \gamma q(\gamma).
\]
The re-parametrization of \( q \) by \( \gamma \) is defined as a right action of the group \( \mathcal{D} \) on the set \( \mathcal{C} \) and written as 
\[
 q \cdot \gamma = \sqrt{\gamma} (q \circ \gamma).
\]
Figure 1 shows an example of a re-parameterized curve by an arbitrary \( \gamma \). The change in the speed due to re-parametrization is observed by discrete points plotted along the curve.

![Fig. 1](image)

Fig. 1. From left, an unit-speed 2-D curve, \( \gamma \) acting on the curve, and the re-parameterized curve

Altogether, the set of curves affected by the group actions above, partition the space \( \mathcal{C} \) into equivalent classes. We now define the elastic shape space as the quotient space \( \mathcal{S} = \mathcal{C}/(S^1 \times SO(n) \times \mathcal{D}) \). The problem of finding a geodesic between two shapes in \( \mathcal{S} \) is same as finding the shortest path between the equivalent classes of the given pair of shapes. Since the actions of the re-parametrization groups on \( \mathcal{C} \) constitute actions by isometries, this problem also amounts to minimizing the length of the geodesic path, such that
\[
 d(q_0, q_1) = \min_{r \in S^1, O_n \in SO(n), \gamma \in \mathcal{D}} d(q_0, (r \cdot O_n q_1) \cdot \gamma)
\]

Conceptually, this involves finding an optimal rotational alignment (\( \hat{\mathcal{O}} \)), seed (\( \hat{r} \)), and an optimal speed parameterization (\( \hat{\gamma} \)) that minimizes the distance given by Eqn. (6) As a result of this optimality, the geodesic path becomes orthogonal to the respective orbits
of $SO(n)$ and $S^1$. We propose an iterative solution using a gradient descent approach that successively causes the projection of the tangent vector $(\alpha_t(1))$ on each of these orbits, to be zero. In practice, we divide the problem in two steps. At every iteration, we will first find a geodesic in the quotient space under all rotations, $C/(S^1 \times SO(n))$ and use it as an initial condition for computing the geodesic in the elastic shape space $S = (C/(S^1 \times SO(n)))/\mathcal{D}$ until the algorithm converges.

### 3.2 Geodesics in $C/(S^1 \times SO(n))$

We briefly discuss the computation of geodesics in the space $C$ after removing all rotations and seed placements. We recall that the orbit of any element $q \in C$ under a group action $g \in G$ is the set $G_q = \{q \cdot g : g \in G\}$. Given a pair of shapes $q_0$ and $q_1$, the idea is to construct a tangent space of the orbit $O_{q_1}$ of $q_1$ under the group action by $O_n \in SO(n)$ and iteratively make the projection of the tangent vector $\alpha_t(1)$ on $T_{q_1}(O_{q_1})$ to be zero. We will adopt the approach similar to Klassen et al. and refer the reader to [3] for details. Furthermore, the optimal seed is given by $\hat{r} = \arg\inf_r \langle q_0, r \cdot q_1 \rangle$. In practice, for a discrete representation ($T$ samples), the optimal seed is given as $\hat{r} = \arg\min_{r = 1, \ldots, T} \langle q_0, r \cdot q_1 \rangle$. Together, the above minimization approach yields a locally optimal alignment in terms of the rotation and placement of origin. Although this approach works for $n$-dimensional curves, one can adopt other efficient methods for low-dimensional curves. Particularly in the case of 2D curves, we can take advantage of the fact that the group of rotations $SO(2)$ is a 1-dimensional manifold. In this case, we can discretize the angle $\theta \in S^1$ and using the map $\theta \mapsto \begin{bmatrix} \cos(\theta) - \sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{bmatrix}$, search in the orbit of $O_{q_1}$ to achieve an optimal rotational alignment. As an example, Fig. 2 shows the variation of the geodesic path energy in $C$ against the rotational alignment. The path corresponding to $O = O_{opt}$ is the geodesic in $C/(S^1 \times SO(n))$.

![Fig. 2](image)

**Fig. 2.** Left: Path energy vs. the angle of rotation. Right: Geodesic Path corresponding to the optimal alignment.

### 3.3 Geodesics in $S$

In order to compute geodesics in the quotient space of elastic shapes, $S$, we follow a similar idea as above. This time, we define an orbit $\mathcal{D}_{q_1}$ of $q_1$ under the group action by $\gamma \in \mathcal{D}$. An optimal elastic alignment between any two shapes $q_0$ and $q_1$ is obtained, when the projection of the tangent vector $\alpha_t(1)$ on the subspace $T_{q_1}(\mathcal{D}_{q_1})$ is zero.
Instead of posing the optimization problem on the subspace $T_{q_1}D_{q_1}$, we consider the tangent space of $D$ at identity $T_{id}D$, which is an $L^2(S^1)$ space and construct 1-parameter flows on $D$ as follows. Let $\psi_t : T_{id}D \to D$ represent a 1-parameter flow at identity on $D$ such that $\psi_0(id, g) = s$ for any tangent vector $g \in T_{id}D$. Next, we define the diffeomorphic group action $\phi : C \times D \to C$ as $\phi_\gamma(g) = \sqrt{\gamma}g(\gamma)$. Then the differential $\phi_*$ maps the tangent vector $g$ to $\phi_*(g) \in T_{q_1}D_{q_1}$ and is given by,

$$\phi_*(g) = q'(s)g(s) + \frac{1}{2}q(s)g''(s), \; s \in [0, 2\pi) \tag{7}$$

Let $V = \{v_i\}, i = 1, \ldots, d$ denote the Fourier basis for the tangent space of $D$. Using the differential map $\phi_*(V)$, we can construct the basis for the tangent space $T_{q_1}D_{q_1}$.

Following the previously outlined approach, we compute a geodesic between shapes represented by $q_0$ and $q_1$ in $C/(S^1 \times SO(n))$. In the process of computing this geodesic, the shape $q_1$ gets rotated and shifted as $\tilde{q}_1 = \hat{r} \cdot \hat{O}q_1$, where $\hat{r} \in S^1$ and $\hat{O} \in SO(n)$. We then project the tangent vector $\alpha_t(1)$ on $T_{\tilde{q}_1}D_{\tilde{q}_1}$. For a tangent vector $\alpha_t(1) \in T_{\alpha}(F)$, its projection on $T_{\tilde{q}_1}D_{\tilde{q}_1}$ is defined as

$$\pi(\alpha_t(1)) = \sum_{i=1}^{d} \langle \alpha_t(1), \phi_*(v_i) \rangle \phi_*(v_i) \tag{8}$$

Using the inverse of $\phi_*$, we can construct a tangent vector $g \in T_{id}D$ and compute 1-parameter flows on $D$. The above procedure is repeated until the quantity $\langle \pi(\alpha_t(1), \pi(\alpha_t) \rangle$ becomes zero. Shown in Fig. 3 is a cartoon diagram illustrating this process. The complete procedure of finding a geodesic in $S = C/D$ is described in Algorithm 2. As an example, Fig. 4 shows the comparisons between non-elastic geodesics computed using the method in [4] and elastic geodesics computed using algorithm 2.

![Fig. 3. Illustration of the process of finding geodesics in S](image)
Algorithm 2. Given two curves $q_0$ and $q_1$, compute a geodesic in $\mathcal{S}$

1: Find the geodesic between $q_0$ and $q_1$ in $\mathcal{C}/(S^1 \times SO(n))$ using the approach outlined in Sec. 3.2. This also yields the tangent vector $\alpha_t(1)$ at $q_1$.
2: Let $\{v_i\}, i = 1, \ldots, d$ be the Fourier basis for $T_{id}(\mathcal{D})$.
3: Project the vector $\alpha_t(1)$ on $T_{q_1}(\mathcal{D}_{q_1})$ using Eqn. 8.
4: if $||\pi(u)||^2 < \epsilon$ then
5: Stop.
6: end if
7: Form the tangent vector $g \in T_{id}(\mathcal{D})$ as, $g = \sum_{i=1}^{d} \langle \alpha_t(1), \phi(v_i) \rangle v_i$.
8: Compute the flow on $\mathcal{D}$ at $id$, such that $\tilde{\gamma} = \Psi_{\epsilon}(id, g) = id - \epsilon g$.
9: Set $q_1 = q_1 \cdot \tilde{\gamma} = \sqrt{\gamma'} q \circ \tilde{\gamma}$.
10: Go to Step 1.

Fig. 4. Odd rows show non-elastic geodesic paths [4]. Even rows show elastic geodesics.

4 Experimental Results

In this section, we present some experimental results for computing elastic geodesics by implementing the above algorithms in MATLAB®. Figure 5 shows pairwise geodesics between 2-D curves in the shape space $\mathcal{S}$. Intermediate shapes along the geodesics have tick-marks placed around the curve, that help identify parts of the curve traversed by $\tilde{\gamma}$. The row-wise geodesic paths in $\mathcal{S}$ between the pair of curves shown to the left.
non-uniform speed. Figure 6 shows two different views of a geodesic path computed between a pair of 3-D curves in $S$.

Next, we present a few examples of geodesic paths between 3D curves of real data consisting of salient curves extracted from human facial surfaces. Samir et al. [9] have used 3D curve matching for the purpose of face recognition. The idea here is to extract important curves from 3D scans of facial surfaces across subjects, and use pairwise geodesic distances to match them. Figure 7(a) shows 2D views of a facial surface overlaid with 3D curves resulting from a specific depth function. Figure 7(b) shows different views of a geodesic in $S$ between two arbitrarily selected curves on this surface.

Finally, we present a clustering result of a sample of 25 shapes of gestures from the ASL alphabet. We compute the pairwise elastic geodesic distances between the set of shapes shown in Fig. 8 and use a simple $k$–means algorithm to automatically group them into 5 clusters. It is observed that the elastic distance captures local variabilities effectively, an important requirement in clustering of shapes.

![Fig. 6. Examples of geodesics between a pair of 3-D curves](image)

![Fig. 7. (a) Example facial surfaces with salient curves marked. (b) Two different views of a geodesic between two facial curves.](image)
Fig. 8. Left panel shows 25 gestures from the ASL alphabet. Right panel shows row-wise clusters of gestures.

5 Summary

This paper illustrates and extends the square-root elastic (SRE) framework introduced recently in [2] for analyzing shapes of closed curves in $\mathbb{R}^n$. The novelty in this framework is that the representation of elastic curves by a single vector valued function that incorporates both stretching and bending along the curve. The elastic (Riemannian) metric reduces to a simple $L^2$ form that greatly simplifies analysis and understanding of shapes of curves. This paper extends this idea by computing geodesics on the quotient spaces formed by the action of rotation and re-parametrization groups on the spaces of closed curves. The main idea is to use a gradient iteration to find a geodesic path between any two orbits. Experimental results, obtained on 2D and 3D curves, underline the utility of using elastic metrics and emphasize the generality of these ideas to higher dimensions.
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Abstract. Motivated by the problem of analyzing shapes of fiber tracts in DT-MRI data, we present a geometric framework for studying shapes of open curves in \( \mathbb{R}^3 \). We start with a space of unit-length curves and define the shape space to be its quotient space modulo rotation and re-parametrization groups. Thus, the resulting shape analysis is invariant to parameterizations of curves. Furthermore, a Riemannian structure on this quotient shape space allows us to compute geodesic paths between given curves and helps develop algorithms for: (i) computing statistical summaries of a collection of curves using means and covariances, and (ii) clustering a given set of curves into clusters of similar shapes. Examples using fiber tracts, extracted as parameterized curves from DT-MRI images, are presented to demonstrate this framework.

1 Introduction

One of the main tools in medical diagnosis that relies on image data is shape analysis. Very often the health and the functionality of anatomical parts are related to their physical shapes, and can be assessed using the shape information. To study shapes of anatomical parts, it is convenient to view them as simple geometrical objects, such as curves, surfaces, patches, or volumes. Such abstractions allow researchers to impose coordinate systems on anatomies and to compare them across subjects, species, or populations. In this paper we consider the problem of analyzing shapes of fiber tracts that have been estimated previously using DT-MRI data.

Although the analysis of DT-MRI data is increasingly popular, the neuroscience/image analysis community has mainly focused on the connectivity between cortical regions, without due regard to the shape of the connecting fiber tracts. To date a plethora of methods have been proposed for estimating fiber tracts, given the DT-MRI data, with the final output being mostly a display of fibers overlaid on the reference anatomical images. There have been studies on certain coarse geometrical descriptors of fiber tracts, such as smoothness, curvature, or length, but the goal was only to validate the estimated fibers. The shape
of fiber tracts, in fact, has significant physiological and pathological relevance, and its analysis can provide important insights. For instance, when there is a brain tumor, the neuronal fiber tracts may penetrate through or detour around it, depending on the nature of the tumor. Analyzing the shape of relevant fiber tracts thus may help differentiate the tumor. Another situation which involves the shape of a large number of fiber tracts is the brain development. In the earliest stage, the brain surface is flat; the cortical surface evolves with time but the fiber tracts that connect different cortical regions pull together the connected regions so as to give rise to the gyri and sulci seen in later stages. In this situation, shape analysis of fiber tracts may allow us to peer into, tract-specifically, the development dynamics, relative rate of maturation, or help assess anomalies. An equally important area of applications is the analysis of skeletal or cardiac muscle fiber shape, which are closely related to force production. Analyzing the shape of muscle fibers may provide measurements of the mechanical performance, fatigue prediction, and so on.

While a shape analysis of fibers is a promising notion, not much attention has been paid to this area, with a few exceptions. Batchelor et al. [17] have studied the shapes of fibers as curves in $\mathbb{R}^3$ using some commonly used shape descriptors, such as the curvature scale space, Fourier descriptors, PCA of registered coordinates, and links. Sherbondy [8] describes a principal component analysis approach for analyzing shapes of the fiber tracts. Corouge et al. [12] have studied shapes of fiber tracts for clustering using average and Hausdorff distances considering the curves as point sets. A modification of Hausdorff distance is also used in [16]. An outstanding need in this area is a formal definition of shape spaces of fiber tracts and development of tools for statistical analysis on those spaces. This has been achieved in recent years on analyzing shapes of closed curves [12, 10, 5, 9, 3]. Since the fiber tracts are mostly open curves, they do not have the nonlinear closure constraint that makes the shape analysis of closed curves more complicated. So what is the main issue in shape analysis of fiber tracts? It is important to have a framework in which shape analysis is invariant to rigid motions and re-parameterizations of curves representing tracts. In other words, shape analysis should be performed in the quotient spaces under the action of these transformations.

Our approach is define a fundamental framework for representing and analyzing shapes of open curves in $\mathbb{R}^3$. We do this by defining a shape space $\mathcal{S}$ such that the curves of interest are elements of $\mathcal{S}$. To develop the framework we consider the fiber tracts as continuous (parameterized) curves although for implementation purposes we will utilize their sampled coordinates. Another important aspect here is that shapes analysis will be invariant to rotation, translation, and re-parametrization of curves, since these transformations do not change the shape of a curve. In order to compare shapes of any two given curves, we define a Riemannian metric on $\mathcal{S}$ and compute a geodesic path connecting the corresponding two points in $\mathcal{S}$. Geodesic paths are useful for several reasons: (i) their lengths help quantify differences between shapes of curves, (ii) they help define
and compute statistical summaries, i.e. means and covariances, of a collection of curves, and (iii) using parallel transport, they can use to compare not only individual fibers but also ensemble of fibers. \( \text{(The use of geodesic here is considerably different from the geodesics used in diffusion flows, e.g. in extracting fiber tracts from DT-MRI data [13].)} \) In this paper, the discussion and the experimental results are restricted to the first two items only.

The rest of this paper is organized as follows. In Section 2, we introduce a geometric representation of curves in \( \mathbb{R}^3 \) using their velocity functions, and define a quotient space of comparing curves invariant to their re-parametrizations. Section 3 presents some computer experiments to demonstrate these ideas. An important tool that is developed here is the computation of geodesic paths between curves in the quotient space of shapes. We use this tool to compute sample statistics of fibers in Section 4 and to compute clustering of fiber tracts in Section 5. Finally, we outline a method to compare shapes of bundles of fiber tracts in Section 6.

\section{Shape Spaces of Open Curves in \( \mathbb{R}^3 \)}

We start by identifying the space of open curves and consider its differential geometry for performing shape analysis.

\subsection{Representations of Open Curves}

Let \( \Gamma \) be the set of \( C^1 \) (parameterized) curves in \( \mathbb{R}^3 \). For the time being we will focus on curves of unit length by scaling all curves to make them unit length. Denote the velocity of a curve \( c \) at point \( s \in I = [0, 1] \) by \( \gamma(s) = c'(s) \). Every curve in \( \Gamma \) will be represented by its velocity function \( \gamma \) and, hence, we can write \( \Gamma = \{ \gamma : [0, 1] \to \mathbb{R}^3 \} \). Note that \( \gamma \) is already invariant to the translation of \( c \) in \( \mathbb{R}^3 \); however, it is dependent on the orientation and the choice of parametrization. \( \Gamma \) is an infinite-dimensional differentiable manifold. For any \( \gamma \in \Gamma \), the tangent space is given by: \( T_\gamma \Gamma = \{ w : [0, 1] \to \mathbb{R}^3 \} = \Gamma \). To impose a Riemannian structure on \( \Gamma \), we assume the inner product: for \( w_1, w_2 \in T_\gamma \Gamma \),

\[
\langle w_1, w_2 \rangle = \int_0^1 (w_1(s), w_2(s))ds ,
\]

where \( \langle \cdot , \cdot \rangle \) is the Euclidean inner product in \( \mathbb{R}^3 \). With this metric, \( \Gamma \) becomes a Hilbert space and distances between points in \( \Gamma \) can be computed using the Euclidean distances:

\[
d_\Gamma(\gamma_1, \gamma_2) = \sqrt{\int_0^1 \| \gamma_1(s) - \gamma_2(s) \|^2 ds} ,
\]

\begin{equation}
(1)
\end{equation}
where $\| \cdot \|$ is simply the Euclidean norm in $\mathbb{R}^3$. For any two curves $\gamma_1, \gamma_2 \in \Gamma$, the geodesic connecting them in $\Gamma$ is simply the “straight line”: for $t \in [0, 1]$, \[ \Psi_t(\gamma_1, \gamma_2) = t\gamma_2 + (1 - t)\gamma_1. \] So far, $\Gamma$ is a vector space and geodesic paths between any two points in $\Gamma$ are straight lines. In particular, the differences between any two curves are computed point wise along the curves with the chosen parameterizations of the two curves dictating the matching. This is the limitation of this idea. Different parameterizations of curves will lead to different distances between them. Ideally, one would like to treat the re-parameterizations of a curve as a shape-preserving transformation, similar to rigid rotations, translations, and scaling. This idea is developed next.

### 2.2 Re-parametrization and Orientation Orbits of Curves

The curves of interest can occur at arbitrary parameterizations so we have account for this variability. Our goal is to compare shapes of curves independent of their parameterization and orientation. First, we study the notion of re-parametrization of curves in $\Gamma$ and then account for the rotations.

1. **Re-parametrization Orbits:** For a curve $\gamma \in \Gamma$, let $\gamma(\phi(s))$ denote a re-parametrization where $\phi$ is a diffeomorphism from $I$ to itself. We define diffeomorphisms to be smooth, invertible maps, with smooth inverses. Let $\Phi$ be the set of all diffeomorphisms of $I$. Superposition or composition $(\circ)$ is a natural associative operation in $\Phi$. If $\phi_1, \phi_2 \in \Phi$ then $\phi_1 \circ \phi_2 \in \Phi$, and any map $\phi \in \Phi$ has inverse $\phi^{-1} \in \Phi$. Therefore, $(\Phi, \circ)$ is a Lie group with the identity map $id$ as unit element $e$. Consider the mapping $\psi : \Phi \times \Gamma \to \Gamma$, given by

$$ \psi(\phi, \gamma(.)) = \gamma(\phi(.)) \hskip{.1cm} \sqrt{\phi}. $$

We will write $\phi \gamma$ for $\psi(\phi, \gamma)$ to simplify later notation. For each $\phi \in \Phi$, $\psi_\phi : \Gamma \to \Gamma$ is diffeomorphism, $e \gamma = \gamma$ and $(\phi_1 \phi_2) \gamma = \phi_1(\phi_2 \gamma)$. Therefore, $\psi$ is a group action on $\Gamma$. Furthermore, $\psi_\phi$ is an isometry since $d_\Gamma(\phi_1 \gamma_1, \phi_2 \gamma_2) = d_\Gamma(\gamma_1, \gamma_2)$ for any $\phi \in \Phi$. As described later, this has a useful implication in that

$$ d_\Gamma(\phi_1 \gamma_1, \phi_2 \gamma_2) = d_\Gamma(\gamma_1, \phi_1^{-1} \phi_2 \gamma_2). $$

We define any two elements of $\Gamma$ as equivalent, if we can go from one to another using an element of $\Phi$. In other words, we define $\gamma_1 \sim \gamma_2$ if $\gamma_2 = \phi \gamma_1$ for some $\phi \in \Phi$. This relation partitions $\Gamma$ into disjoint equivalence classes of the type:

$$ [\gamma]_p = \{ \phi \gamma, \phi \in \Phi \} \subset \Gamma, $$

which are also called *orbits*. The underscore $p$ denotes that the orbit is under the action of $\Phi$. Since elements of an orbit are considered equivalent, from a shape analysis perspective, the space of interest is the quotient space $\Gamma / \sim$ or $\Gamma / \Phi$. The projection $\pi : \Gamma \to \Gamma / \Phi$ is given by $\pi(\gamma) = [\gamma]_p$. Since the quotient space $\Gamma / \Phi$ inherits a Riemannian structure from $\Gamma$, the projection $\pi$ is a local diffeomorphism.
2. **Rotation Groups**: Let $o \in SO(3)$ be a rotation matrix and $o\gamma = \{o\gamma(s)|s \in I\}$ be the rotated curve. $SO(3)$ is a three-dimensional group that acts isometrically on $I$. Since a rotation does not change the shape of a curve, we want the shape analysis to be invariant to this group action. Similar to the re-parametrization group, we can define the orbits under $SO(3)$ as:

$$[\gamma]_o = \{o\gamma|o \in SO(3)\} \subset I,$$

and define all elements of $I$ that fall in the same orbit as equivalent. Under-score $o$ denotes that the orbit is under the action of $SO(3)$. Combining both the group actions, we can define a larger orbit as:

$$[\gamma] = \{o(\phi\gamma)|\phi \in \Phi, o \in SO(3)\}.$$

For shape analysis we consider these orbits as equivalence classes and study the quotient space $I/(\Phi \times SO(3))$ as our shape space $S$. Elements of $S$ will form shapes of our interest and we are interested in statistical analysis on $S$.

### 2.3 Geodesics and Distances in Shape Space $S$

One of our goals is to compare shapes of curves irrespective of their parameterizations and rotations. Towards this goal, we utilize the distance function in $S$ that is inherited from $I$. Accordingly, the distance between any two orbits $[\gamma_1]$ and $[\gamma_2]$ is the pairwise shortest distance between elements of those two orbits. Mathematically,

$$d_s([\gamma_1],[\gamma_2]) = \min_{\phi_1,\phi_2 \in \Phi, o_1, o_2 \in SO(3)} d_I(o_1(\phi_1\gamma_1), o_2(\phi_2\gamma_2))$$

$$= \min_{\phi \in \Phi, o \in SO(3)} d_I(\gamma_1, o(\phi\gamma_2))$$

(2)

The equality from the first equation to the second comes from the fact that the group actions by $\Phi$ and $SO(3)$ are isometries.

The resulting $d_s(\cdot,\cdot)$ is a well-defined distance function in $S$. By definition, it is invariant to the action of a $\phi \in \Phi$ and $o \in SO(3)$ on one or both the curves. Given any two curves $\gamma_1, \gamma_2$, this distance is based on finding an optimal $\phi$ and an optimal $o$ that minimizes the right side of Eqn. 2. This joint optimization problem can be solved using repeated iterations of the following two individual problems:

1. For a fixed $o \in SO(3)$, the problem of finding an optimal $\phi$ is that of optimal matching or registration between different points along $\gamma_1$ and $\gamma_1$. Let $\phi^* = \arg\min_{\phi \in \Phi} d_I(\gamma_1, o(\phi\gamma_2))$ be the optimal re-parametrization of $\gamma_2$. This can be found using the dynamic programming algorithm as described in several earlier papers, including \[13\].

2. Similarly, for a fixed $\phi$, the optimal value of $o \in SO(3)$ is computed as follows. Let

$$a = \int_0^1 \gamma_1(s)\gamma_2(\phi(s))^Tds \in \mathbb{R}^{3 \times 3},$$
and let \( a = u\sigma v^T \) be the singular value decomposition of \( a \). Then, \( o^* = uv^T \) is the optimal rotation for aligning the two curves. In case the determinant of \( a \) is negative, the optimal rotation is given by \( o^* = u\bar{v}^T \) where \( \bar{v} \) is same as \( v \) except its last column is multiplied by \(-1\).

To obtain the joint solution for \((\phi^*, o^*)\) we use repeated optimization, i.e. optimize \( \phi \) while fixing \( o \) and optimize \( o \) while fixing \( \phi \), and repeat until convergence. The resulting geodesic path between \([\gamma_1] \) and \([\gamma_2] \) in \( S \) is given by:

\[
\Psi_t([\gamma_1], [\gamma_2]) = t o^*(\phi^*\gamma_2) + (1 - t)\gamma_1.
\]

### 2.4 Penalty Function on Optimal Matching \( \phi^* \)

So far this matching problem has been stated without any constraints on \( \phi \) and can result in a severe shrinkage or expansion of \( \gamma_2 \) by having a \( \phi^* \) that is quite drastic. To avoid this possibility, one often adds another term that penalizes a large deformation of a curve during matching. For two curves \( \gamma_1 \) and \( \gamma_2 \) in \( \Gamma \) we define \( d \) to be

\[
d_s([\gamma_1], [\gamma_2]) = \min_{\phi \in \Phi, o \in SO(3)} \left( d_\Gamma(\gamma_1, o(\phi\gamma_2)) + \lambda d_\phi(\phi, id)^2 \right),
\]

where \( d_\phi \) is a distance function on \( \Phi \) and \( \lambda \) is a positive constant that controls the compression and stretching of the re-parametrization. There are several choices of \( d_\phi \):

- \( \mathbb{L}^2 \) distance function: \( d_\phi(\phi_1, \phi_2) = \int_0^1 (\phi_1(s) - \phi_2(s))^2ds \). The main advantage of this choice is its simplicity and low computational cost. The disadvantage is that this distance is not invariant to the action of \( \Phi \) on itself, i.e. \( d_\phi(\phi_1, \phi_2) \neq d_\phi(\phi \circ \phi_1, \phi \circ \phi_2) \) in general. A consequence is that the resulting \( d_s \), as defined in Eqn. \ref{eq:ds}, is not invariant to the action of \( \Phi \) on \( \Gamma \) and is not a proper distance on \( S \).

- Fisher-Rao distance function: As described in \cite{13}, the Fisher-Rao distance on \( \Phi \) is the only invariant distance, and can be defined as: \( d_\phi(\phi_1, \phi_2) = \cos^{-1}(\int_0^1 \sqrt{\dot{\phi}_1(s)} \sqrt{\dot{\phi}_2(s)}ds) \). If this \( d_\phi \) is used in Eqn. \ref{eq:ds} the resulting \( d_s \) remains invariant to the action of \( \Phi \) on \( \Gamma \) and, thus, is a proper distance on \( S \).

In this paper we have used the \( \mathbb{L}^2 \) distance on \( \Phi \) and the use of Fisher-Rao distance is left for future work. Once the optimal \( \phi^* \) and \( o^* \) are chosen according to Eqn. \ref{eq:ds} the geodesic path is given by Eqn. \ref{eq:geodesic_path}.

### 2.5 Discrete Implementation

For computer experiments, the curves have to be discretized and represented by a collection of points. Let a curve be sampled by \( n \) points selected arbitrarily. To represent this mathematically, we start with a uniform partitioning of \([0, 1], \)
given by $U_n = \{0, \frac{1}{n}, \frac{2}{n}, ..., 1\}$. Then, for any $\phi \in \Phi$, the set $\phi(U_n)$ denotes another partitioning on $[0, 1]$ and $\gamma(\phi(U_n))$ represents an arbitrary sampling of the curve represented by $\gamma$ using $n$ points; we will denote it by $\bar{\gamma}(\phi) \equiv \gamma(\phi(U_n)) \in \mathbb{R}^{n \times 3}$. The orbit of a sample curve is given by:

$$\bar{\gamma} = \{o\gamma(\phi(U_n))|\phi \in \Phi, o \in SO(3)\}.$$ 

With this discrete representation, the distance in Eqn. 4 becomes,

$$d_s([\bar{\gamma}_1], [\bar{\gamma}_2]) = \min_{\phi \in \Phi, o \in SO(3)} \left( d_I(\bar{\gamma}_1, o(\bar{\gamma}_2(\phi))) + \lambda d_\phi(\phi, id)^2 \right), \quad (5)$$

where $d_I(\bar{\gamma}_1(\phi_1), \bar{\gamma}_2(\phi_2)) = \sqrt{\sum_{i=1}^{n} \|\gamma_1(\phi_1(i/n)) - \gamma_2(\phi_2(i/n))\|^2}$. As mentioned earlier, the search for the optimal $\phi$ is performed using the dynamic programming technique and for optimal $o \in SO(3)$ is performed using SVD of elements of $\gamma_1$ and $\gamma_2$.

**Remark:** One major difference in discrete implementation and continuous theory is that we allow $\phi$ to be many-to-one and one-to-many in the computer implementations. In other words, $\phi$ may not not strictly be a diffeomorphism. This allows for the possibility of partial matching, that is, of one curve being matched to only a part of the other curve.

Shown in Figure 1 are two examples of optimal re-parameterizations ($\phi^*$) according to Eqn. 5. The left panel is for a small value of $\lambda$ while the right panel is for a larger value of $\lambda$. A larger value of $\lambda$ keeps the optimal matching $\phi^*$ to be closed to the identity element. From the application point of view, the first result is more desirable as it preserves interesting features in going from one curve to the other. Shown in Figure 2 are two examples of geodesic paths between curves $\gamma_1$ and $\gamma_2$. These curves are shown at the top and at the bottom, respectively, in each panel. Drawn in between are curves that form equally spaced points along the geodesic that connects $[\gamma_1]$ and $[\gamma_2]$ in $S$.

**Fig. 1.** Shown are optimal re-parametrisations of the bottom curve in respect to the top one, according to Eqn. 5. The value of $\lambda$ in the left panel is 0.01 and 1.0 in the right one. In the later case, the optimal re-parametrisation is closer to the identity. Using smaller values for $\lambda$ facilitates establishing correspondence between features (arcs in this example).
Fig. 2. Two examples of geodesic paths in $\mathcal{S}$ between two curves ($\gamma_1$ and $\gamma_2$) shown in bold at top and bottom of each column. Top row depicts the evolution in the orbit of the first curves ($\Phi$-action: $\gamma_1 \rightarrow \phi \gamma_1 \in [\gamma_1]$). Second row shows the evolution between re-parametrized start curves and the end ones ($\phi \gamma_1 \rightarrow \gamma_2$).

3 Sample Statistics of Shapes of Curves

An important tool in statistical analysis of shapes of curves is to compute their sample means and sample covariances. The Riemannian structure defined on $\mathcal{S}$ enables us to perform such statistical analysis. There are at least two ways of defining a mean value for a random variable that takes values on a non-linear manifold. The first definition, called the extrinsic mean, involves embedding the manifold in a larger vector space, computing the Euclidean mean in that space (e.g. $\Gamma$), and then projecting it down to $\mathcal{S}$. The other definition, called the intrinsic mean or the Karcher mean utilizes the intrinsic geometry of $\mathcal{S}$ to define and compute a mean on that manifold. It is defined as follows: Let $d_s(\gamma_i, \gamma_j)$ denote the length of the geodesic from $\gamma_i$ to $\gamma_j$ in $\mathcal{S}$. To calculate the Karcher mean of given curves $\{\gamma_1, ..., \gamma_n\}$ in $\mathcal{S}$, define the variance function:

$$\mathcal{V} : \mathcal{S} \rightarrow \mathbb{R}, \mathcal{V}(\gamma) = \sum_{i=1}^{n} d(\gamma, \gamma_i)^2$$
The Karcher mean is then defined by:

$$\mu = \arg \min_{\gamma \in \mathcal{S}} V(\gamma)$$  \hspace{1cm} (7)

Several past papers have utilized a gradient-based approach for finding $\mu$. We do not repeat this method here, but refer the reader to [15] or [2]. This gradient approach uses the notion of simple updates to change configurations while minimizing the cost. Simple moves consist of: (i) change velocity function $(\gamma)$ of the candidate mean, and (ii) re-parameterize sample curves $\gamma_i$s with respect to the candidate mean. In this implementation, the action of $SO(3)$ is not considered to reduce computational cost. It must be noted that the method does not guarantee a globally optimal solution.

Shown in Figures 3-4 are some examples of computing the Karcher means of observed curves. Figure 3 shows examples of computing mean curves in $\mathcal{S}$ when the observed samples are fiber tracts estimated from a DT-MRI data-set. Figure 4 highlights a limitation with the gradient-based search for the mean curve. As the picture shows, there are several local minimizers of $V(\gamma)$ possible, if the the sample curves are of significantly different shapes.

![Fig. 3. Sample means of fiber tracts estimated using DT-MRI data](image)

![Fig. 4. Means of a bundle of four curves, quite different in shape and not smooth. Local minima vary when choose different initial curves to feed the gradient search. This behaviour is expected when large variability in the group of curves is present.](image)
4 Clustering Bundles of Curves

We want to cluster a bundle of $m$ curves into $k$ classes $C_i$, $|C_i| = m_i$, $i = 1, \ldots, k$.
One possibility it to use a $k$-means clustering algorithm as follows. For each cluster,
we can define a sample mean and let $\mu_i = \mu(C_i)$ be the sample mean curve for
class $C_i$. Denote variance within $i$-th class by $V_i$, $V_i = \sum_{\gamma \in C_i} d^2(\gamma, \mu_i)$. Then,
$k$-means algorithm finds a partitioning that minimizes the total intra-cluster variance
$V = \sum_{i=1}^{k} V_i$. However, this method requires updating the means of clusters at every step of the iteration and, thus, this method becomes computationally very expensive. Instead, we seek a more direct method for clustering
curves that uses the distance function derived on $\mathcal{S}$ without using cluster means.
We propose to use estimation of within-class variances,

$$\hat{V}_i = \min_{j=1}^{m_i} \frac{1}{m_i} \sum_{\gamma_i, \gamma_j \in C_i} d(\gamma_j, \gamma_i)$$

(8)

and apply a brut-force approach to do the clustering based on minimization of
$\hat{V} = \sum_{i=1}^{k} \hat{V}_i$.

Algorithm 1 (Clustering Algorithm). Let $C \subset \Gamma_n$, $|C| = m$ and $k \geq 2$ is a
fixed number (expected number of clusters).

1. Calculate all pairwise distances $d$ between curves from $C$. Computational cost
   for this step is high, the usual limitation of exhaustive algorithms.
2. Find a local minima of $\hat{V}$ using simple moves that consist of: (i) moving
   a curve from one cluster to another; and (ii) inter-changing two curves from
two configurations. These moves are chosen randomly and the moves are
performed on the basis of costs associated with the configurations before and
after the moves. For details, please refer to [11].
3. It must be noted that this method is not guaranteed to provide a globally opti-
mal configuration, unless, of course, the exhaustive search is used as follows:
   Calculate $\mathcal{S}$ for all possible partitions $C = \bigcup_{i=1}^{k} C_i$ and select the
   minimal one. The number of choices is often large, $\sum_{m_1 + \ldots + m_k = m} \frac{m!}{m_1! \ldots m_k!} \ldots 1$.

Shown in Figures 5 and 9 are some examples of clustering fiber tracts extracted
from DT-MRI images using the presented algorithm. Since we compare open
curves it is important to address the problem of specifying the extreme points.
When comparing fiber tracts we choose between two scenarios - either fixing the
start and end regions for the tracts or fixing the origin and keeping the curves
approximately equal in length. Figures 5 and 9 show simple validations of the
algorithm by clustering small groups of fibers. Although the results agree with
the anticipation of our visual perception a more rigorous validation is needed.
And this is one of the directions we will pursue in the future.

A potential application of our technique is in forming consistent shape bundles
from large groups of tracts, of the type shown in Figure 7. Consistency of a bundle
is measured by the shape variability of the tracts within the bundle. Example 8
is particularly interesting because it shows how an anatomically correct bundle

\[ \text{Algorithm 1 (Clustering Algorithm). Let} \ C \subset \Gamma_n, \ |C| = m \text{ and } k \geq 2 \text{ is a fixed number (expected number of clusters).} \]

1. Calculate all pairwise distances $d$ between curves from $C$. Computational cost
   for this step is high, the usual limitation of exhaustive algorithms.
2. Find a local minima of $\hat{V}$ using simple moves that consist of: (i) moving
   a curve from one cluster to another; and (ii) inter-changing two curves from
two configurations. These moves are chosen randomly and the moves are
performed on the basis of costs associated with the configurations before and
after the moves. For details, please refer to [11].
3. It must be noted that this method is not guaranteed to provide a globally opti-
mal configuration, unless, of course, the exhaustive search is used as follows:
   Calculate $\mathcal{S}$ for all possible partitions $C = \bigcup_{i=1}^{k} C_i$ and select the
   minimal one. The number of choices is often large, $\sum_{m_1 + \ldots + m_k = m} \frac{m!}{m_1! \ldots m_k!} \ldots 1$.

Shown in Figures 5 and 9 are some examples of clustering fiber tracts extracted
from DT-MRI images using the presented algorithm. Since we compare open
curves it is important to address the problem of specifying the extreme points.
When comparing fiber tracts we choose between two scenarios - either fixing the
start and end regions for the tracts or fixing the origin and keeping the curves
approximately equal in length. Figures 5 and 9 show simple validations of the
algorithm by clustering small groups of fibers. Although the results agree with
the anticipation of our visual perception a more rigorous validation is needed.
And this is one of the directions we will pursue in the future.

A potential application of our technique is in forming consistent shape bundles
from large groups of tracts, of the type shown in Figure 7. Consistency of a bundle
is measured by the shape variability of the tracts within the bundle. Example 8
is particularly interesting because it shows how an anatomically correct bundle
Fig. 5. Clustering of paths in Diffusion-Tensor MRI field. On the right, clusters are shown with corresponding means (ticker lines). Expected maximum number of clusters is fixed (k=3) and sometimes is larger than needed (second example). The number of curves varies from 32 to 96.
Fig. 6. Clustering of paths in Diffusion-Tensor MRI field. Expected number of clusters is set to 3 in the first two examples and to 5 for the second two. The different appearance between left and right views is due to the different projections used.
Fig. 7. Example of how the proposed clustering method extracts more consistent in shape bundle of fibers (middle) from a larger group of fibers (left), filtering out a remaining fibers (right). This automatic separation is not so easy for a human eye.

Fig. 8. Clustering of paths connecting Broca and Wernicke areas in DT-MRI. In the second example, the main bundles form two classes (red and green), while erroneous paths are separated in different class (yellow). The bundle in green is anatomically correct one between the two regions.

Fig. 9. Clustering of fiber tracts into bundles from Right Uncinate brain region for three different subjects - the right and left one are schizophrenics, the middle one is normal(control). Clear difference in number and shape of the bundles is observed. The algorithm separates 3 bundles for the left subject, 2 for the middle and 5 for the right one.
(shown in green) connecting Broka and Wernicke areas is separated from the erroneous tracts (shown in yellow).

More exciting research direction is toward relating geometric differences with anatomic functionalities, especially those manifested during a disease. A possible approach is to come up with a statistical model specifying the number and shape of the fiber bundles in carefully chosen anatomical regions. This can be done by specifying sample mean and variance for each bundle. In Figure we try to illustrate this idea with samples of fibers obtained from three subjects (two schizophrenics and one control) and belonging to one and the same region (Right Uncinate). Picture like this give us an impression that there is a difference between schizophrenics and controls, but more comprehensive studies remain to be performed.

5 Summary

In this paper we have developed a framework for the geometric analysis of open curves, with the goal of using this framework for clustering and analysis of fiber tracts in DT-MRI data. Each curve is represented by its velocity function and the curves are compared in a manner that is invariant to rotation, translation, and re-parametrization. Choosing a Riemannian structure on the quotient space of curves, we describe a numerical approach for forming geodesic paths between individual curves in the shape space. Geodesic distances help provide a definition for statistical mean shapes for curves and help setup a clustering algorithm.
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Abstract. In the area of quality control by vision, the reconstruction of 3D curves is a convenient tool to detect and quantify possible anomalies. Whereas other methods exist that allow us to describe surface elements, the contour approach will prove to be useful to reconstruct the object close to discontinuities, such as holes or edges.

We present an algorithm for the reconstruction of 3D parametric curves, based on a fixed complexity model, embedded in an iterative framework of control point insertion. The successive increase of degrees of freedom provides for a good precision while avoiding to over-parameterize the model. The curve is reconstructed by adapting the projections of a 3D NURBS snake to the observed curves in a multi-view setting. The optimization of the curve is performed with respect to the control points using an gradient-based energy minimization method, whereas the insertion procedure relies on the computation of the distance from the curve to the image edges.

1 Introduction

The use of optical sensors in metrology applications is a complicated task when dealing with complex or irregular structures. More precisely, projection of structured light allows for an accurate reconstruction of surface points but does not allow for a precise localization of the discontinuities of the object. This paper deals with the problem of reconstruction of 3D curves, given the CAD model, for the purpose of a control of conformity with respect to this model. We dispose of a set of images with given perspective projection matrices. The reconstruction will be accomplished by means of the observed contours and their matching, both across the images and to the model. We proposed a previous version of our algorithm, based on edge distances, in [12]. The contributions of this paper with respect to the former one resides in the energy formulation, giving a new structure to the problem. We have also completed the experimental evaluation.

Algorithms based on active contours [11] allows for a local adjustment of the model and a precise reconstruction of primitives. More precisely, the method
allows for an evolution of the reprojected model curves toward the image edges, thus to minimize the distance in the images between the predicted curves and the observed edges.

The parameterization of the curves as well as the optimization algorithms we use must yield an estimate that meets the requirements of accuracy and robustness necessary to perform a control of conformity. We have chosen to use NURBS curves [14], a powerful mathematical tool that is also widely used in industrial applications.

In order to ensure stability, any method used ought to be robust to erroneous data, namely the primitives extracted from the images, since images of metallic objects incorporate numerous false edges due to reflections.

Although initially defined for ordered point clouds, active contours have been adapted to parametric curves. Cham and Cipolla propose a method based on affine epipolar geometry [1] that reconstructs a parametric curve in a canonical frame using stereo vision. The result is two coupled snakes, but without directly expressing the 3D points. In [19], Xiao and Li deal with the problem of reconstruction of 3D curves from two images. However, the NURBS curves are approximated by B-splines, which makes the problem linear, at the expense of loosing projective invariance. The reconstruction is based on a matching process using epipolar geometry followed by triangulation. The estimation of the curves is performed independently in the two images, that is, there is no interactivity between the 2D observations and the 3D curve in the optimization. Kahl and August introduce in [11] a coupling between matching and reconstruction, based on an a priori known distribution of the curves and on an image formation model. The curves are expressed as B-splines and the optimization is done using gradient descent.

Other problems related to the estimation of parametric structures have come up in the area of surfaces. In [13], Siddiqui and Sclaroff present a method to reconstruct rational B-spline surfaces. Point correspondences are supposed given. In a first step, B-spline surface patches are estimated in each view, then the surface in 3D, together with the projection matrices, are computed using factorization. Finally, the surface and the projection matrices are refined iteratively by minimizing the 2D residual error. So as to avoid problems due to over-parameterization, the number of control points is limited initially, to be increased later on in a hierarchical process by control point insertion.

In the field of medical imaging, energy minimization methods have been developed to reconstruct 3D curves in a stereo setting. Sbert and Solé reconstruct in [16] a 3D curve using an energy based evolution method. The associated PDE of the energy functional, derived by the Euler-Lagrange formulation, is solved using a level-set approach. In [3], Canero et al. define in a force field by reprojecting external image forces, given by the distance to the edges. A 3D curve is then reconstructed via the evolution of an active contour, guided by the force field.

In the case of 2D curve estimation, other aspects of the problem are addressed. Cham and Cipolla adjust a spline curve to fit an image contour [5]. Control points
are inserted iteratively using a new method called PERM (potential for energy-reduction maximization). An MDL (minimal description length \[9\]) strategy is used to define a stopping criterion. In order to update the curve, the actual curve is sampled and a line-search is performed in the image to localize the target shape. The optimization is performed by gradient descent. Brigger et al. present in \[2\] a B-spline snake method without internal energy, due to the intrinsic regularity of B-spline curves. The optimization is done on the knot points rather than on the control points, which allows the formulation of a system of equations that can be solved by digital filtering. So as to increase numerical stability, the method is embedded in a multi-resolution framework. In \[3\], Figueiredo et al. address the problem from a statistical point of view, proposing a completely automatic contour estimator, in the sense that no parameter need to be adjusted by the user. Supposing a uniform distribution of the knot points, the B-spline curve that approximates a given set of contour points at best, in the least squares sense, is given by a linear system depending only on the number of control points. This number is fixed in advance using an MDL criterion. Meegama and Rajapakse introduce in \[13\] an adaptive procedure for control point insertion and deletion, based on the euclidean distance between consecutive control points and on the curvature of the NURBS curve. Local control is ensured by adjustment of the weights. The control points evolve in each iteration in a small neighborhood \((3 \times 3 \text{ pixels})\). Yang et al. use a distance field computed a priori with the fast marching method in order to adjust a B-spline snake \[20\]. Control points are added in the segment presenting a large estimation error, due to a degree of freedom insufficient for a good fit of the curve. The procedure is repeated until the error is lower than a fixed threshold. Redundant control points are then removed, as long as the error remains lower than the threshold.

\[\text{2 Problem Formulation}\]

Given a set of images of an object, together with its CAD model, our goal is to reconstruct in 3D the curves observed in the images. The reconstruction is performed by minimizing an energy functional. In order to obtain a 3D curve that meets our requirements regarding regularity, rather than reconstructing a point cloud, we estimate a NURBS curve. Since the regularity aspects are thereby taken care of, the energy functional is defined solely based on image data. The minimization problem is formulated for a set of \(M\) images and \(N\) sample points by

\[
C(\mathcal{P}) = \arg \min_{\mathcal{P}} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} E(T_i(C(\mathcal{P}, t_j))),
\]

where \(E\) is the external energy functional, \(T_i\) is the projective operator for image \(i\) and \(\mathcal{P}\) is the set of control points.

Our choice to use NURBS curves is justified by several reasons. First, NURBS curves have interesting geometrical properties, namely concerning regularity and continuity. An important geometrical property that will be of particular interest is the invariance under projective transformations.
3 Properties of NURBS Curves

Let $U = \{u_0, \cdots, u_m\}$ be an increasing vector, called the knot vector. A NURBS curve is a vector valued, piecewise rational polynomial over $U$, defined by

$$C(t) = \sum_{i=0}^{n} P_i R_{i,k}(t) \quad \text{with} \quad R_{i,k}(t) = \frac{w_i B_{i,k}(t)}{\sum_{j=0}^{n} w_j B_{j,k}(t)},$$

where $P_i$ are the control points, $B_{i,k}(t)$ the B-spline basis functions defined over $U$, $w_i$ the associated weights and $k$ the degree.

It is a common choice to take $k = 3$, which has proved to be a good compromise between required smoothness and the problem of oscillation, inherent to high degree polynomials. For our purposes, the parameterization of closed curves, we consider periodic knot vectors, that is, verifying $u_{j+m} = u_j$. Given all these parameters, the set of NURBS defined on $U$ forms, together with the operations of point-wise addition and multiplication with a scalar, a vector space.

For details on NURBS curves and their properties, refer to [13].

3.1 Projective Invariance

According to the pinhole camera model, the perspective projection $T(\cdot)$ that transforms a world point into an image point is expressed in homogeneous coordinates by means of the transformation matrix $T_{3\times4}$. Using weights associated with the control points, NURBS curves have the important property of being invariant under projective transformations. Indeed, the projection of (2) remains a NURBS, defined by its projected control points and their modified weights. The curve is written

$$c(t) = T(C)(t) = \frac{\sum_{i=0}^{n} w'_i T(P_i) B_{i,k}(t)}{\sum_{i=0}^{n} w'_i B_{i,k}(t)} = \sum_{i=0}^{n} T(P_i) R'_{i,k}(t),$$

where the $R'_{i,k}$ are the basis functions of the projected NURBS. The new weights, $w'_i$, are given by

$$w'_i = (T_{3,1}X_i + T_{3,2}Y_i + T_{3,3}Z_i + T_{3,4}) w_i = n \cdot (C_O - P_i) w_i,$$

where $n$ is a unit vector along the optical axis and $C_O$ the optical center of the camera.

3.2 Control Point Insertion

One of the fundamental geometric algorithms available for NURBS curves is the control point insertion. The key is the knot insertion, which is equivalent to adding one dimension to the vector space, consequently adapting the basis. Since the original vector space is included in the new one, there is a set of control points such that the curve remains unchanged.
Let \( \bar{u} \in [u_j, u_{j+1}) \). We insert \( \bar{u} \) in \( U \), forming the new knot vector \( \bar{U} = \{ \bar{u}_0 = u_0, \ldots, \bar{u}_j = u_j, \bar{u}_{j+1} = \bar{u}, \bar{u}_{j+2} = u_{j+1}, \ldots, \bar{u}_{m+1} = u_m \} \). The new control points \( \bar{\mathbf{P}}_i \) are given by the linear system

\[
\sum_{i=0}^{n} \mathbf{P}_i R_{i,k}(t) = \sum_{i=0}^{n+1} \bar{\mathbf{P}}_i \bar{R}_{i,k}(t). \tag{5}
\]

We present the solution without proof. The new control points are written

\[
\bar{\mathbf{P}}_i = \alpha_i \mathbf{P}_i + (1 - \alpha_i) \mathbf{P}_{i-1}, \tag{6}
\]

with

\[
\alpha_i = \begin{cases} 
1 & i \leq j - k \\
\frac{\bar{u} - u_i}{u_{i+k} - u_i} & \text{if } j - k + 1 \leq i \leq j \\
0 & i \geq j + 1
\end{cases} \tag{7}
\]

Note that only \( k \) new control points need to be computed, due to the local influence of splines.

4 Optimization

When treating NURBS curves, the regularity aspects are taken care of implicitly by the parameterization and the energy functional can be reduced to its external energy part. We will consider two forms of energy functionals, one based on the distance from the curve to the image contours and another one based on the gradient intensity. The optimization will in both cases operate on the control points of the 3D NURBS curve.

4.1 Distance Minimization

Using a distance formulation and the properties of NURBS curves, the minimization problem \( (\Pi) \) is written

\[
\min_{\{\mathbf{P}_i\}} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \left( \mathbf{q}_{ij} - \sum_{i=0}^{n} T_i(\bar{\mathbf{P}}_i) R_{i,k}(t_j) \right)^2, \tag{8}
\]

where \( \mathbf{q}_{ij} \) is a contour point associated with the curve point of parameter \( t_j \) in image \( i \) and \( T_i \) is the projective operator for image \( i \). The search for candidate contour points is carried out independently in the images using a method inspired by the one used by Drummond and Cipolla in \( [\Pi] \).

Search for Image Contours. We sample the NURBS curve projected in the image, to use as starting points in the search for matching contour points. A line-search is performed in order to find the new position of the curve, ideally corresponding to an edge. Our approach is based solely on the contours. Due
to the aperture problem, the component of motion of an edge, tangent to itself, is not detectable locally and we therefore restrict the search for the new edge position to the edge normal at each sample point. As we expect the motion to be small, we define a search range (typically in the order of 20 pixels) so as to limit computational cost. In order to find the new position of a sample point, for each point belonging to the normal within the range, we evaluate the gradient and compute a weight based on the intensity and the orientation of the gradient and the distance from the sample point. The weight function $v_j$ for a sample point $p_j$ and the candidate point $p_{\xi}$ will be of the form

$$v_j(p_{\xi}) = \varphi_1(|\nabla I_{\xi}|) \cdot \varphi_2 \left( \frac{\hat{n}_j \cdot \nabla I_{\xi}}{|\nabla I_{\xi}|} \right) \cdot \varphi_3(|p_j - p_{\xi}|),$$

where $\hat{n}_j$ is the normal of the projected curve at sample point $j$, $\nabla I_{\xi}$ is the gradient at the candidate point and the $\varphi_k$ are functions to define. The weight function will be evaluated for each candidate $p_{\xi}$ and the point $p'_j$ with the highest weight, identified by its distance from the original point $d_j = |p_j - p'_j|$, will be retained as the candidate for the new position of the point.

The bounded search range and the weighting of the point based on their distance from the curve yield a robust behavior, close to that of an M-estimator.

### 4.2 Gradient Energy Minimization

Using the classical energy formulation and the properties of NURBS curves, the minimization problem is written

$$\min_{\{\hat{P}_i\}} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} E \left( \sum_{l=0}^{n} T_{i}(\hat{P}_l)R_{i,k}^{(j)}(t_j) \right), \quad (9)$$

where $R_{i,k}^{(j)}$ are the basis functions for the projected NURBS curve in image $i$. The energy functional $E$ can, as already mentioned, be restricted to its external part, due to the use of NURBS. A common choice is to use the gradient intensity. We will however include local information on the curve, namely its normal direction, using the intensity of the gradient projected onto the curve normal.

### 4.3 Distance Versus Gradient Energy

For comparison, we have implemented the two methods in the iterative setting that will be introduced in the following section. Both methods yielded similar results and converge after a number of iterations to an asymptotic lower limit. The 3D error with respect to the true curve is however somewhat lower for the gradient-based method. The results are given in Fig. 4. The difference is partly explained by the noise and the parallel structures perturbing the edge tracking algorithm. An example of candidate points located on a parallel image contour, due to specularities, is given in Fig. 4. Although the gradient intensity method outperforms the distance method, the distance-based cost function will prove to be useful in the iterative framework that will embed the curve optimization.
Problems related to specularities and to the search for candidate points. Starting at the projection of the initial curve (in blue), some candidate points (in magenta) belong to a parasite edge.

Fig. 1. Problems related to specularities and to the search for candidate points. Starting at the projection of the initial curve (in blue), some candidate points (in magenta) belong to a parasite edge.

Fig. 2. The evolution of the error, with respect to the true 3D curve, for an optimization using cost functions based on the distance to the image contours and on the gradient intensity respectively. Whereas the distance method seems to yield good results in the start, its asymptotic limit is somewhat higher than that of the gradient intensity method.

5 Curve Estimation

The problem has two parts. First, the optimization of the 3D NURBS curve by energy minimization on a fixed number of control points, then the control point insertion procedure. For the fixed size optimization problem, we use the non-linear Levenberg-Marquardt minimization method. This step allows the control points to move in 3D, but does not change their number. In order to obtain an optimal reconstruction of the observed curve, we iteratively perform control point insertion. So as to avoid over-parameterization for stability reasons, the first optimization is carried out on a limited number of control points. Their number is then increased by iterative insertion, so that the estimated 3D curve fits correctly also in high curvature regions. As mentioned earlier, the insertion of a control point is done without influence on the curve and a second optimization is thus necessary in order to take advantage from the increased number of degrees of freedom.

5.1 Optimization on the Control Points

The first step of the optimization consists in projecting the curve in the images. Since the surface model is known, we can identify the visible parts of the curve in each image and retain only the sample points corresponding to visible parts.
During the iterations, to keep the same cost function, the residual error must be evaluated in the same points in each iteration. Supposing small displacements, we can consider that visible pieces will remain visible throughout the optimization. See Fig. 3 for an example of occlusions due to the 3D structure of the objects.

The optimization of (4) is done on the 3D control point coordinates, leaving the remaining parameters of the NURBS curve constant. The weights associated with the control points are modified by the projection giving 2D weights varying with the depth of each control point, according to the formula (4), but they are not subject to the optimization.

5.2 Control Point Insertion

Due to the use of NURBS, we have a method to insert control points. What remains is to decide where to place them. We also need a criterion to decide when to stop the control point insertion procedure.

Position of the New Control Point. Several strategies have been used. Cham and Cipolla consider in (5) the dual problem of knot insertion. They define an error energy reduction potential and propose to place the knot point so as to maximize this potential. The control point is placed using the method described earlier. In our algorithm, since every insertion is followed by an optimization that adjusts the control points, we settle for choosing the interval where to place the point. Since the exact location within the interval is not critical, the point is placed at its midpoint. Dierckx suggests in (6) to place the new point at the interval that presents the highest error. This is consistent with an interpretation of the error as the result of a lack of degrees of freedom that inhibits a good description of the curve. If, however, the error derives from other sources, this solution is not always optimal.

In our case, a significant mean error could also indicate the presence of parasite edges or that of a parallel structure close to the target curve. We will therefore
choose the interval with the highest median error, over all images. The error is
defined as the distance from a sample point to its corresponding contour point
in the image. The search for candidate contour points is carried out using the
method described in [1,11]

**Stopping Criterion.** One of the motives for introducing parametric curves was
to avoid treating all curve points, as only the control points are modified during the
optimization. If the number of control points is close to the number of samples, the
benefit is limited. Too many control points could also cause numerical instabilities,
due to an over-parameterization of the curve on the one hand and the size of the
non-linear minimization problem on the other hand. It is thus necessary to define
a criterion that decides when to stop the control point insertion.

A strategy that aims to avoid the over-parameterization is the use of statistical
methods inspired by the information theory. Based in a Maximum Likelihood
environment, these methods combine a term equivalent, in the case of a nor-
mal distributed errors, to the sum of squares of the residual errors with a term
penalizing the model complexity. Given two estimated models, in our case dif-
fferentiated by their number of control points, the one with the lowest criterion
will be retained. The first criterion of this type, called AIC (Akaike Information
Criterion), was introduced by Akaike in [11] and is written, in the case of normally
distributed errors,

\[
AIC = 2k + n \ln \frac{RSS}{n},
\]

(10)

where \(k\) is the number of control points, \(n\) is the number of observations and \(RSS\)
is the sum of the squared residual errors. Another criterion, based on a bayesian
formalism, is the BIC (Bayesian Information Criterion) presented by Schwarz
[17]. It stresses the number of data points \(n\), so as to ensure an asymptotic
consistency and is written, also in the case of normally distributed errors,

\[
BIC = 2k \ln n + n \ln \frac{RSS}{n}.
\]

(11)

Another family of methods uses the MDL [15] formulation, which consists in
associating a cost with the quantity of information necessary to describe the
curve. Different criteria follow, depending on the formulation of the estimation
problem. In the iterative control point insertion procedure of Cham et Cipolla
[5], the stopping criterion is defined by means of MDL. The criterion depends,
on the one hand on the number of control points and on the residual errors, on
the other hand on the number of samples and on the covariance.

Yet another way of choosing an appropriate model complexity is the classical
method of cross-validation. The models are evaluated based on their capacity
to describe the data. A subset of the data is used to define a fixed complexity
model, while the rest serve to validate it. The process is repeated and a model
is retained if its performance is considered good enough.

We have chosen to use the BIC, computed using the contour points found
with the method presented in [11,1] for this first version of our algorithm. A more
thorough study of the influence of the stopping criterion in our setting will be
performed at a later stage.
5.3 Algorithm

The algorithm we implemented has two layers. The optimization of a curve using a fixed complexity model is embedded in an iterative structure that aims

<table>
<thead>
<tr>
<th><strong>Table 1.</strong> Reconstruction algorithm presented</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective</strong></td>
</tr>
<tr>
<td>Given a 3D NURBS curve extracted from the CAD model, (partially) seen in ( M ) images, sampled in ( N ) points. We want to reconstruct the 3D curve observed in the images in order to compare it to the model.</td>
</tr>
<tr>
<td><strong>Algorithm</strong></td>
</tr>
<tr>
<td>- <strong>Visibility Check</strong> Identification of the visible parts</td>
</tr>
<tr>
<td>[ \chi_{ij} = \begin{cases} 1 \text{ if } \sum_{l=0}^{n-1} T_i(P_l)R_{i,k}^{(j)}(t_j) \text{ visible} \ 0 \text{ sinon} \end{cases} ]</td>
</tr>
<tr>
<td>- <strong>Optimization</strong> on the control points</td>
</tr>
<tr>
<td>[ \min_{{P_i}} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \chi_{ij} \left( \sum_{l=0}^{n-1} T_i(\hat{P}<em>l)R</em>{i,k}^{(j)}(t_j) \right) ]</td>
</tr>
<tr>
<td>- <strong>Line-search</strong> for contour points ( q_{ij} ) matching ( p_{ij} = \sum_{l=0}^{n-1} T_i(P_l)R_{i,k}^{(j)}(t_j) )</td>
</tr>
<tr>
<td>[ q_{ij} = \arg \max_{p_{ij} - d \leq m \leq d} v_j(p_{ij}) \text{ where } p_{ij} = p_{ij} + m \cdot \hat{n}_{ij} ]</td>
</tr>
<tr>
<td>- <strong>Computation of the BIC</strong></td>
</tr>
<tr>
<td>[ BIC_0 = k \ln(N \cdot M) + N \cdot M \cdot \ln \left( \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \chi_{ij} \left( q_{ij} - \sum_{l=0}^{n-1} T_i(P'<em>l)R</em>{i,k}^{(j)}(t_j) \right) \right)^2 / (N \cdot M) ]</td>
</tr>
<tr>
<td>- <strong>do</strong> (control point insertion)</td>
</tr>
<tr>
<td>- <strong>Line-search</strong> for contour points ( q_{ij} )</td>
</tr>
<tr>
<td>- <strong>Computation of the median error</strong> for each interval ( I_K ).</td>
</tr>
<tr>
<td>[ m_K = \text{med}_{E_K}</td>
</tr>
<tr>
<td>where ( E_K = {(i, j)</td>
</tr>
<tr>
<td>- <strong>Knot point insertion</strong> at the midpoint of interval ( I = \arg \min_K m_K ).</td>
</tr>
<tr>
<td>- <strong>Visibility Check</strong> Identification of the visible parts</td>
</tr>
<tr>
<td>- <strong>Optimization</strong> on the control points</td>
</tr>
<tr>
<td>- <strong>Computation of the BIC</strong></td>
</tr>
<tr>
<td>- <strong>while</strong> (( BIC_J &lt; BIC_{J-1} ))</td>
</tr>
</tbody>
</table>
to increase the number of control points. The non-linear optimization of the 3D curve is performed by the Levenberg-Marquardt algorithm, using a cost function based on an energy formulation. The control point insertion procedure uses a search for contour points in the images in order to compute the median as well as the RSS error of the projected curve. The mechanism of our method is outlined in Table 11.

6 Experimental Evaluation

6.1 Virtual Images

In order to validate our algorithms for image data extraction and for curve reconstruction, we have performed a number of tests on virtual images. The virtual setting also allows us to simulate deformations of the target object.

We construct a simplified model of an object, based on a single target curve. We then apply our 3D reconstruction algorithm, starting at a modified “model curve”, on a set of virtual views, see Fig. 4. The image size is 1284 × 1002 pixels. The starting curve has 10 control points, to which 45 new points are added. The sampling used for the computations is of 200 points. To fix the scale, note that at the mean distance from the object curve, one pixel corresponds roughly to 0.22 mm. The evaluation of the results is done by measuring the distance from a set of sampled points from the estimated curve to the target model curve.

The distances from the target curve are shown in Fig. 4. We obtain the following results:

![Fig. 4. Left: Some of the 32 virtual images used for the reconstruction of the central curve. Right: The distances from the sampled points from the reconstructed 3D curve to the model curve. The cloud of sample points from the estimated curve is shown together with the target curve. The starting curve is shown in black. The differences are represented by lines with length proportional to the distance between the curve and the target, using a scale factor of 20.](image-url)
Fig. 5. Reconstruction of a nonconformity based on a series of virtual images of an object with an anomaly. The object is shown in (a) with the anomaly marked in red, with a close-up in (b). The result of the reconstruction around the anomaly is shown in (c), with the original curve in green, the anomaly in red and the reconstructed points in black.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error</td>
<td>0.0336 mm</td>
</tr>
<tr>
<td>Median error</td>
<td>0.0228 mm</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.0485 mm</td>
</tr>
</tbody>
</table>

We note that the error corresponds to less than a pixel in the images, which indicates a sub-pixel image precision.

Using a series of virtual images of an object presenting a minor anomaly, we have also tested the capacity of our system to detect nonconformities, see Fig. 5.

Based on 27 images and starting at the model curve, our algorithm manages to reconstruct the curve and its anomaly with a mean error of 0.0765 mm. Although the reconstruction is good, the error is concentrated around the anomaly, which is somewhat smoothed out.

### 6.2 Real Images

We also consider a set of real images, see Fig. 6 with the same target curve, using the same starting “model curve” as in the virtual case. We now need to face the problem of noisy image data, multiple parallel structures and imprecision in the localization and the calibration of the views. The image size is 1392 × 1040 pixels. The starting curve has 10 control points, to which 48 new points are added. The sampling used for the computations is of 200 points. At the mean distance from
Fig. 6. *Left:* Some of the 36 real images used for the reconstruction of the curve describing the central hole. *Right:* The distances from the sampled points from the reconstructed 3D curve to the model curve. The differences are represented by lines with length proportional to the distance between the curve and the target, using a scale factor of 20.

The object curve, one pixel corresponds roughly to 0.28 mm. The distances from the target curve are shown in Fig. 6. We obtain the following results:

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error</td>
<td>0.137 mm</td>
</tr>
<tr>
<td>Median error</td>
<td>0.125 mm</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.074 mm</td>
</tr>
</tbody>
</table>

Fig. 7. (a) Evolution of the control points. In red the 10 initial control points, in green the 30 control points after optimization and in blue the final curve. (b) A detail, showing the curve between two similar contours, the parallel model curve to the lower left and a false edge caused by specularities to the upper right. Thanks to the multi-view setting, the reconstructed curve corresponds to the true 3D curve.
Even if the errors are higher than in the case of virtual images, we note that they still correspond to less than a pixel in the images. The difference is explained by the noise and to some extent by specularities, causing parallel structures perturbing the minimization algorithm, see Fig. 7(b).

The evolution of the control points is demonstrated in Fig. 7(a) where the set of initial control points is shown, together with the final curve and its control points. As expected, the control points inserted are concentrated in the regions of high curvature, such as the corners.

7 Conclusions

We have presented an adaptive 3D reconstruction method using parametric curves, limiting the degrees of freedom of the problem. An algorithm for 3D reconstruction of curves using a fixed complexity model is embedded in an iterative framework, allowing an enhanced approximation by control point insertion. The optimization of the curve with respect to the control points is performed by means of a minimization of an gradient-based energy functional, whereas the insertion procedure is based on the distance from the curve to the observed image contours. An experimental evaluation of the method, using virtual as well as real images, has let us validate its performance in some simple, nevertheless realistic, cases with specular objects subject to occlusions and noise.

Future work will be devoted to the integration of knowledge of the CAD model in the image based edge tracking. Considering the expected neighborhood of a sample point, the problem of parasite contours should be controlled and has limited impact on the obtained precision.

We also plan to do a deeper study around the stopping criterion used in the control point insertion process, using cross-validation.
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Abstract. This study extended the computation of GLCM (gray level co-occurrence matrix) to a three-dimensional form. The objective was to treat hyperspectral image cubes as volumetric data sets and use the developed 3D GLCM computation algorithm to extract discriminant volumetric texture features for classification. As the kernel size of the moving box is the most important factor for the computation of GLCM-based texture descriptors, a three-dimensional semi-variance analysis algorithm was also developed to determine appropriate moving box sizes for 3D computation of GLCM from different data sets. The developed algorithms were applied to a series of classifications of two remote sensing hyperspectral image cubes and comparing their performance with conventional GLCM textural classifications. Evaluations of the classification results indicated that the developed semi-variance analysis was effective in determining the best kernel size for computing GLCM. It was also demonstrated that textures derived from 3D computation of GLCM produced better classification results than 2D textures.

1 Introduction

Texture is one of the most important features used in various computer vision and image applications. In visual interpretation as well as digital processing and analysis of remote sensing images, texture is regarded as an essential spatial characteristics and commonly used as an index for feature extraction and image classification, especially when working on high resolution airborne and satellite imagery. Computerized texture analysis focuses on structural and statistical properties of spatial patterns on digital images. These methods have been applied successfully to solve sophisticated problems, such as image segmentation [4], content-based image retrieval [2] and detecting invasive plant species [3]. Previous studies [1,5,6] indicated that statistics-based texture approaches are very suitable for analyzing images of natural scenes and perform well in image classification. Among the various texture computing methods, gray level co-occurrence
matrix (GLCM) originally presented by Haralick et al. is probably the most commonly adopted algorithm, especially for textural feature extraction and classification of remote sensing images.

Conventional texture analysis algorithms compute texture properties in a two-dimensional (2D) image space. This may work well in panchromatic (single-band) images and multispectral imagery with limited and discrete spectral bands. However, as imaging technologies evolve, new types of image data with volumetric characteristics have emerged, for example, magnetic resonance imaging (MRI) in medical imaging and hyperspectral images in remote sensing. Directly applying traditional 2D texture analysis algorithms to these new types of imaging data will not be able to fully explore three-dimensional (3D) texture features in the volumetric data sets. To address this issue, this study undertook the development of extending conventional 2D GLCM texture computation into a 3D form for better texture feature extraction and classification of hyperspectral remote sensing images.

2 Hyperspectral Volumetric Texture Analysis

Hyperspectral imaging is an emerging technology in remote sensing. With tens to hundreds of contiguous spectral bands covering visible to short-wavelength infrared spectral regions, hyperspectral remote sensing data provide rich information about ground coverage. Because of the high resolution and abundant details in the spectral domain, most existing hyperspectral analysis algorithms focused on extracting spectral features from the data sets. For example, the minimum noise fraction (MNF) transformation, spectrally segmented principal component analysis and derivative spectral analysis, all aimed at extracting useful spectral features from complex hyperspectral data sets. For texture analysis of hyperspectral imagery, most researchers applied conventional 2D texture algorithms to a single band at a time and collected these 2D textures for subsequent analysis. However, with the contiguous spectral sampling, a hyperspectral data set can be considered as an image cube with volumetric characteristics as illustrated in Fig. Consequently, it should be possible to treat hyperspectral imagery as volumetric data and investigate texture features in a 3D manner.

Currently, related works and applications in volumetric texture analysis are still limited. A voxel co-occurrence matrix similar to GLCM was introduced by Gao to visualize and interpret 3D seismic data. A similar approach was also used in analyzing MRI data. Bhalerao and Reyes-Aldasoro also demonstrated a volumetric texture description for MRI based on a sub-band filtering technique similar to the Gabor decomposition. Another texture description for medical imagery based on gray level run-length and class distance was proposed and achieved promising results. Suzuki et al. also extended HLAC (higher order local autocorrelation) shape descriptors into 3D mask patterns for the classification of solid textures. These methods had one thing in common, i.e. they all dealt with isolating specific objects (body parts, organ tissues etc.) from volumetric data sets. Although they worked well in identifying target boundaries (shapes), they might not be suitable for extracting general
Fig. 1. Hyperspectral imagery as an image cube

texture features in hyperspectral imagery. Other types of texture description, such as models derived from Markov Random Field [17] and fractal geometry [18], might be able to extend to 3D forms, but the complexity and expense in computation could seriously limit their usability in analyzing hyperspectral image cubes. For hyperspectral remote sensing data containing natural scenes, a general gray level statistics based texture descriptor might be more appropriate and likely to achieve satisfactory feature extraction and classification results.

3 Methods and Materials

Texture features derived from GLCM are so-called second order texture calculations because they are based on the joint co-occurrence of gray values for pairs of pixels at a given distance and direction.

3.1 3D GLCM Computation

For a hyperspectral image cube with \( n \) levels of gray values, the co-occurrence matrix, \( M \), is a \( n \) by \( n \) matrix. Values of the matrix elements within a moving box, \( W \), at a given displacement, \( d = (dx, dy, dz) \), are defined as

\[
M(i,j) = \sum_{z=1}^{W_z-d_z} \sum_{x=1}^{W_x-d_x} \sum_{y=1}^{W_y-d_y} \text{CONDITION}
\]

\[
\text{CONDITION} = (G(x,y,z) = i \wedge G(x+d_x,y+dy,z+dz) = j)?1:0
\]

(1)
where \( x, y, z \) are denoted as the position in the moving box. In other words, the value of a 3D GLCM element, \( M(i,j) \), reflects that within a moving box, how often the gray levels of two pixels, \( G(x, y, z) \) and \( G(x+dx, y+dy, z+dz) \), with the spatial relationship of \( d \), are equal to \( i \) and \( j \), respectively. Theoretically, there can be numerous combinations of the spatial relationship or the displacement vector, \( d \). However, for the simplification of computation, it is usually set as one pixel in distance and 13 combinations in horizontal and vertical directions.

The original GLCM reference [7] suggested 14 statistical measures to evaluate the properties of GLCM. However, some of them are highly correlated and only a few are recommended for use with remote sensing imagery because they are more suitable for describing features in natural scenes [10, 20, 21]. Four statistical measures were used in this study, including contrast (CON), entropy (ENT), homogeneity (HOM) and angular second moment (ASM) as listed from Eq. (2) to Eq. (5).

\[
CON = \sum \sum [(i - j)^2 M_{ij}] \\
ENT = \sum \sum (M_{ij} \cdot \log M_{ij})
\]

\[
HOM = \sum \sum \left\{ \frac{1}{1 + (i - j)^2 M_{ij}} \right\}
\]

\[
ASM = \sum \sum M_{ij}^2
\]

3.2 Semi-variance Analysis

Among the parameters affecting GLCM-based texture analysis, the size of the moving box (kernel) has the most significant impact. A previous study demonstrated that kernel size accounted for 90% of the variability in textural classification [22]. During the evaluation, it usually requires a large kernel size to obtain meaningful descriptions of the entire data set. However, for texture segmentation, a small moving box size is preferred in order to accurately locate boundaries between different texture regions. Therefore, it is critical to determine the most appropriate moving box size for GLCM calculations. In this regard, semi-variance analysis has been proved an effect method to find the best moving box size for GLCM computation [23, 8].

Let \( Z(x_i) \) and \( Z(x_i + d) \) be two pixels with a lag of \( d \) (a vector of specific direction and distance) in three dimension. For all pixel pairs in a volumetric data set, the semi-variance is defined as

\[
\gamma (d) = \frac{1}{2N(d)} \sum [Z(x_i) - Z(x_i + d)]^2
\]

where \( N(d) \) is the number of pixel pairs in the data set. A typical semi-variance curve is shown in Fig. 2. In practice, training regions of interested targets
were selected from the data set to produce variance curves of different targets. The purpose was to find the range where the semi-variance would reach its maximum (sill).

![Graph of typical semi-variance curve for a 3D image cube](image)

**Fig. 2.** Typical semi-variance curve of a 3D image cube

### 3.3 Test Data

Two hyperspectral data sets as displayed in Fig. 3 were used to test the performance of the developed algorithms of 3D GLCM computation and semi-variance analysis. The first data set was an EO-1 Hyperion image acquired in Jan. 2004, which covers the Heng-Chun peninsula of southern Taiwan. Hyperion is a space-borne hyperspectral imaging spectrometer (http://eo1.usgs.gov/hyperion.php). It has 220 spectral bands covering 400-2500 nm in wavelength at a spectral sampling interval of 10 nm and a nominal 30 meter spatial resolution. Because of the low signal-to-noise ratio in the longer wavelength region, only forty five continuous bands (band-11 to band-55) in the visible to near infrared (up to the first water absorption region) were extracted from the original scene and resulting in a 481x255x45 image cube for testing.

The second image cube used was acquired with an experimental high resolution airborne hyperspectral imager called Intelligent Spectral Imaging System (ISIS) (http://www.itrc.org.tw/Publication/Newsletter/no75/p08.php) in Sep. 2006. ISIS is a pushbroom instrument with 218 spectral bands (430-945 nm at 3.5-5 nm spectral resolution). The ISIS scene has a 1.5 meter spatial resolution and covers a mountainous area with rich natural and planted forests in central Taiwan. Spectral bands (band-20 to band-210) of the same wavelength region used in the Hyperion data set were extracted from the original ISIS imagery. An 800 pixels by 800 pixels sub-image centered with nadir track was selected as the test area to minimize variations caused by the spectral "smile" effect commonly seen in pushbroom sensors. Therefore, the testing ISIS data set was a 800x800x190 image cube.
Other supplementary data included photo-maps, high resolution aerial photographs and landcover maps of the study areas. These data were primarily used for geo-referencing (registering) the original images, selection of training regions for semi-variance analysis and supervised classification as well as evaluating classification results.

4 Results and Discussions

Several tests were conducted on the two image cubes to evaluate performance of the developed algorithms for 3D computation of GLCM. First, a series of 3D semi-variance analysis were applied to the two image cubes. Fig. 4 shows examples of the semi-variance curves of four different targets to classify in the Hyperion data. Different colored curves in Fig. 4 represent semi-variances at different directions (azimuth, zenith) as labeled in the bottom of each plot. One thing to note in the plots of Fig. 4 is the divergency of the red curve for each target. The red semi-variance curves were computed along direction (0, 0). Unlike MRI or other solid data sets, the third (Z) axis of a hyperspectral image cube is the spectrum instead of a geometric axis. Therefore, direction (0, 0) tried to calculate variance of the same pixel at two wavelengths without any spatial consideration, thus diverging as the lag increased.

Semi-variance analysis in Fig. 4 indicated that 5 was the best kernel size for the textural analysis of the Hyperion data. To test this hypothesis, three GLCMs were generated with 3x3x3, 5x5x5 and 7x7x7 moving boxes. Supervised classifications were conducted on aforementioned four statistical measures with exactly the same training and verification data randomly selected from ground truth.
Fig. 4. Semivariance curves of four different targets in the Hyperion imagery

landcover maps. The overall accuracies (OA) of the classifications are plotted in Fig. [x]. In this test, moving box of 5x5x5 produced the best results except the CON. This has validated the effectiveness of the developed 3D semi-variance analysis. In addition, to compare 3D GLCM computation with 2D GLCM, more thorough classifications were conducted on features extracted from five feature collections, including original spectral data, textures from 2D GLCM, textures from 3D GLCM, original plus 2D textures and original plus 3D textures with the three moving box sizes. Principal component analysis was used to select features
from the five data groups. Fig. 5 illustrates the OA and Kappa values of the classification evaluation. It is clear that 3D GLCM outperformed conventional 2D GLCM with or without the original spectral data. In addition, in the 3D GLCM cases (G2 and G4 in Fig. 6), the best results were also generated from the 5x5x5 moving box.

![Fig. 5. Overall accuracies of different kernel sizes](image)

![Fig. 6. Evaluations of Hyperion classifications. Each group operated on three kernel sizes (left to right: 3, 5, 7).](image)

Similar tests were also performed on the ISIS data. There are four primary vegetation ground coverages in the ISIS scene, including Taiwania fir, Japanese cedar, maple, and bamboo. Fig. 7 displays the training regions selected for semivariance analysis and the classification results based on 2D and 3D textures calculated with a kernel size of 5. The four vegetation types are color coded as red, dark red, green and blue, respectively in Fig. 7. The training regions were selected according to landcover maps provided by a local forestry administration agency. A visual inspection on Fig. 7 reveals that 2D textural classification had completely misclassified the fir and cedar classes as maple or bamboo, while 3D textures identified most of the two classes (as well as the other two) correctly.
Semi-variance analysis on the ISIS data set suggested that 5x5x5 and 7x7x7 moving boxes were the best for 3D computation of GLCM. A series of classifications similar to the ones applied to the Hyperion data were also carried out on the ISIS data for a quantitative evaluation. The evaluation results are displayed in Fig. 8. In general, the best classification was resulted from features extracted from original spectral data plus 3D textures computed with a 7x7x7 moving box. However, it was noted that the OA differences between 3D and 2D textural classifications were insignificant. Part of the reason is because OA is an overly optimistic evaluation for classification accuracy since it does not account for omission errors. This can be contended by the observation that OA values in Fig. 8 do not reflect the high omission errors in the 2D textural classification result of Taiwania fir (red) and Japanese cedar (dark red) categories as displayed in Fig. 7. The relatively lower Kappa of 2D textural classification results is another indication of the uncertainty. Another possible reason might have to do with the characteristics of ISIS data. Because of the fine spectral resolution, texture...
features derived from 3D computation of GLCM may become highly correlated, thus degrading the classification performance. The impact of spectral resolution to 3D computation of GLCM in hyperspectral image cubes is still under investigation. Nonetheless, resampling the spectral resolution to a broader sampling interval (for example, from 3.5-5 nm to 10 nm as the Hyperion data) might be able to enhance the discriminability of hyperspectral 3D textures.

5 Conclusion and Future Work

This study treated hyperspectral image cubes as volumetric data sets and extended the computation of gray level co-occurrence into a 3D form to thoroughly explore volumetric texture features of hyperspectral remote sensing data. A 3D semi-variance analysis algorithm was also developed to obtain appropriate moving box (kernel) sizes for computing gray level co-occurrence in 3D image cubes. Results of tests conducted on two hyperspectral image cubes validated that the developed semi-variance algorithm was effective in determining the best moving box sizes for 3D texture description. The experiments also demonstrated that texture features derived from 3D computation of GLCM provided better classification results than features collected from conventional 2D GLCM calculations.

The results of this study suggest that 3D computation of gray level co-occurrence should be a viable approach to extract volumetric texture features from hyperspectral image cubes for classification. It is also possible to apply these techniques to other remote sensing data with volumetric characteristics, such as LiDAR data with multiple returns or electro-magnetic scans. However, there are still issues for improvement. For example, the impact of spectral resolution to the correlations of generated texture features will need to be studied in detail. Another interested research topic derived from this study will be to further develop a third-order texture descriptor to truly represent three-dimensional texture features of complicated hyperspectral and other volumetric data.
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Abstract. In this work, we introduce a robust energy model for multiview 3D reconstruction that fuses silhouette- and stereo-based image information. It allows to cope with significant amounts of noise without manual pre-segmentation of the input images. Moreover, we suggest a method that can globally optimize this energy up to the visibility constraint. While similar global optimization has been presented in the discrete context in form of the maxflow-mincut framework, we suggest the use of a continuous counterpart. In contrast to graph cut methods, discretizations of the continuous optimization technique are consistent and independent of the choice of the grid connectivity. Our experiments demonstrate that this leads to visible improvements. Moreover, memory requirements are reduced, allowing for global reconstructions at higher resolutions.

1 Introduction

We consider the classical problem of inferring a dense 3D structure reconstruction of an object from a collection of views calibrated to a common world coordinate system. Among the multitude of existing methods one can distinguish between two major classes of techniques according to the exploited image information: shape from silhouettes and stereo.

In case of sparsely textured objects, silhouette-based methods exhibit favorable performance. Most of them aim at approximating the visual hull \cite{Y96} of the imaged object. The visual hull is an outer approximation of the observed solid, constructed as the intersection of the visual cones associated with all image silhouettes. The earliest attempts use a volumetric representation of the scene, where each voxel is labeled as opaque or transparent according to each projection onto the images \cite{Y96}. Latter developments led to the use of surface-based representations, which allow to impose regularization in an energy minimization framework. These methods are able to reconstruct a smooth version of the visual hull from the raw input images without the immediate need for manually outlined silhouettes \cite{S99,E05}. This is because the segmentation of each image is obtained through the evolution of a single surface in 3D rather than separate contours in 2D. As a result, such methods exhibit considerable robustness to outliers and erroneous camera calibration. In \cite{C05} the robustness to noise and
initialization is further increased by incorporating all available observations into a probabilistic framework.

The main drawback of silhouette-based approaches is their inability to reconstruct concavities, since these do not affect the silhouettes. Stereo-based methods capture such indentations by measuring photoconsistency of surface patches in space. The fundamental idea is that only points on the object’s surface have a consistent appearance in the input images, while all other points project to incompatible image patches. The earliest algorithms use carving techniques to obtain a volumetric representation of the scene by repeatedly eroding inconsistent voxels [17]. They do not enforce the smoothness of the surface, which often results in rather noisy reconstructions. Later, energy minimization techniques based on the integration of the data fidelity criterion on the unknown surface, have become more popular [9,19]. In these works, one seeks the surface with the smallest weighted area, where the weights reflect the local photoconsistency.

Some recent approaches use a fusion of silhouette constraints and stereo information in order to achieve consistency in terms of silhouettes as well as image patches. Generally, there are two types of techniques to combine silhouette information and photoconsistency. The first strategy integrates silhouette constraints into stereo-based optimization [10,23,26]. The alternative is to use the visual hull merely as initialization for a stereo-based technique [27].

In this paper, we present an energy model which generalizes [16] by imposing photoconsistency constraints. Since for computing photoconsistency one needs the visibility of surface points, the photoconsistency term is collapsed at the beginning. With the resulting approximate visibility information, we can globally optimize the energy that includes both constraints. Our approach is related to the one introduced in [27]. However, the sought surface is not restricted to lie within some predefined band around the visual hull, which imposes different weighting of silhouette and stereo term. Another closely related work is the one of [19]. However, in this approach the silhouette constraint is replaced by a constant ballooning term that persistently prefers larger surfaces. To this end, visibility estimation is based on local graph edge orientations.

All previous methods use either local optimization, which is prone to instabilities and getting stuck in local minima, or discrete global optimization based on graph cuts. However, graph cuts can only minimize a certain class of discrete energies that are inconsistent to a corresponding continuous formulation, i.e., the solution does not converge to the continuous solution for finer grids. Thus, graph cuts are not rotationally invariant and favor polyhedral structures. In the scope of multiview reconstruction, an additional practical limitation is the relatively large memory consumption of graph cut methods, which can be decisive when computing reconstructions at a high resolution. The main contribution of the present work is the development of a novel technique for continuous global optimization for multiview reconstruction, which allows to avoid previously mentioned limitations. Similar techniques were recently proposed in the context of image segmentation [8]. In [1] another method for global optimization has been proposed, which has been extended in [2] to 3D segmentation. However, this
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Table 1. Optimization techniques used in image segmentation and multiview 3D reconstruction

<table>
<thead>
<tr>
<th></th>
<th>continuous local optimization</th>
<th>discrete global optimization</th>
<th>continuous global optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>multiview reconstruction</td>
<td>Mesh-based [10]</td>
<td>Graph Cuts [19, 23, 26, 27]</td>
<td>this</td>
</tr>
</tbody>
</table>

approach does not allow to incorporate regional information, which makes it inappropriate for our model. Both techniques were inspired by the original works of [12, 23]. Table 1 provides a number of representative works on local optimization, discrete and continuous global optimization in the context of image segmentation and multiview reconstruction, respectively.

The paper is laid out as follows. The next section contains a brief reviewing of related continuous global optimization techniques in the context of image segmentation. In Section 3 we present and discuss the energy model. Section 4 is devoted to the optimization technique including implementation details. We show experimental results in Section 5 and conclude the paper with a brief summary in Section 6.

2 Convex Formulations of Image Segmentation

In a series of works [8, 17] image segmentation functionals, namely the two-phase piecewise constant Mumford-Shah model [21] and the snakes [13] were addressed by means of convex formulations. The key idea is to represent region-integrals by means of a binary variable $u : \Omega \subset \mathbb{R}^2 \to \{0, 1\}$ indicating foreground and background. The weighted length term proposed in the snakes and the geodesic active contours [6, 15] can then be expressed by means of a weighted total variation (TV) norm [22, 4]:

$$TV_g(u) = \int_{\Omega} g(|\nabla I|) |\nabla u| \, dx,$$

with an edge indicator function $g(|\nabla I|)$ that provides the local metric.

Since the space of binary functions is a non-convex space, also the respective optimization problems are non-convex. However, in [8] it was found that when minimizing the total variation norm over all real-valued functions $u : \Omega \to \mathbb{R}$, the values of $u(x)$ converge to $\pm \infty$ almost everywhere. Therefore the segmentation can be cast as a convex problem on the convex space of functions $u : \Omega \to [0, 1]$ by enforcing $0 \leq u(x) \leq 1$ via a convex penalizer [8]

$$\theta(u) := \max \left\{ 0, 2 \left| u - \frac{1}{2} \right| - 1 \right\}.$$
Minimization over the space of real-valued functions and subsequent threshold will then lead to a global minimizer of the respective segmentation problems.

In this work, we will revisit these ideas and show that under appropriate assumptions the multiview reconstruction problem can be cast as a spatially continuous convex optimization problem. Moreover we will introduce an efficient numerical solution by means of Successive Overrelaxation (SOR).

## 3 A Continuous Energy Model for Multiview Reconstruction

Let \( V \subset \mathbb{R}^3 \) be a volume, which contains the scene of interest, and \( I_1, \ldots, I_n : \Omega \rightarrow \mathbb{R}^3 \) a collection of calibrated color images with perspective projections \( \pi_1, \ldots, \pi_n \). We are looking for some surface \( S \subset V \) that gives rise to these images. This can be formulated as the energy minimization problem

\[
E(S) = -\int_{R_{obj}^S} \log P_{obj}(x) \, dx - \int_{R_{bck}^S} \log P_{bck}(x) \, dx + \nu \int_S \rho(x) \, dA \rightarrow \min. \tag{3}
\]

The energy consists of two parts. The first two terms impose the silhouette constraint via a probabilistic segmentation of the volume into object and background. The third term acts as a constraint both for smoothness and photoconsistency by seeking the minimal surface with respect to a Riemannian metric. The parameter \( \nu \) controls the weighting of both parts of the energy.

The definition of the probability terms follows [10]. Regarding the silhouette constraint, according to a certain surface estimate \( S \), all points in \( V \) can be divided into two classes: lying inside \( S \) or belonging to the background, i.e. \( V = R_{obj}^S \cup R_{bck}^S \), where \( R_{obj}^S \) denotes the interior and \( R_{bck}^S \) the exterior. Considering the given image content we can assign each point \( x \in V \) two probabilities \( P_{obj}(x) \) and \( P_{bck}(x) \) associated with \( R_{obj}^S \) and \( R_{bck}^S \), respectively. More precisely

\[
P_{obj}(x) := P( \{ I_l(\pi_l(x)) \}_{l=1,\ldots,n} \mid x \in R_{obj}^S ) \]

\[
P_{bck}(x) := P( \{ I_l(\pi_l(x)) \}_{l=1,\ldots,n} \mid x \in R_{bck}^S ). \tag{4}
\]

Note that in this formulation \( P_{obj}(x) \) and \( P_{bck}(x) \) will generally not sum to 1.

Considering dependence of the image observations we can write

\[
P_{obj}(x) = \sqrt[n]{\prod_{i=1}^{n} P(I_i(\pi_i(x)) \mid x \in R_{obj}^S)} \]

\[
P_{bck}(x) = 1 - \sqrt[n]{\prod_{i=1}^{n} [1 - P(I_i(\pi_i(x)) \mid x \in R_{bck}^S)]}. \tag{5}
\]

The probability of a voxel being part of the foreground is equal to the probability that all cameras observe this voxel as foreground, whereas the probability of background membership describes the probability of at least one camera seeing
background. The root is for normalization with respect to the number of camera views, since both products will converge to 0 for $n \to \infty$. Thus, dependency between single image observations is expressed in terms of their geometric mean. Note that the fusion of all available image observations allows for quite robust silhouette-based surface estimation.

The foreground/background probabilities for the single image observations

$$
\begin{align*}
P(I_i(x) \mid x \in R_{obj}^S) &\sim \mathcal{N}(\mu_{obj}, \Sigma_{obj}) \\
P(I_i(x) \mid x \in R_{bck}^S) &\sim \mathcal{N}(\mu_{bck}, \Sigma_{bck}).
\end{align*}
$$

are modeled to be Gaussian distributed. The parameters of both models, i.e. mean vectors and covariance matrices, can be updated during optimization by projecting the current surface estimate onto the images in order to collect pixels, which belong to the respective regions. However, in our implementation we replace this iterative scheme by estimating the parameters interactively marking a small object and background region in one of the images. This is a requirement for the energy to be globally minimizable. Minimization of the first two terms in (3) results in the most probable surface with respect to the probability distributions $P_{obj}$ and $P_{bck}$.

The last term in (3)

$$
E_{\text{stereo}}(S) = \int_S \rho(x) \, dA
$$

accounts for photoconsistency and smoothness of the sought surface. It is particularly important in order to reconstruct concavities that are not visible from the silhouettes; see Figure 11 for an illustration of the conceptual difference between the silhouette- and stereo-based constraints. Computation of $\rho$ requires visibility estimation. To this end, we minimize the energy with Euclidean regularizer $\rho(x) = 1$. From the resulting surface, one can compute a signed distance

\begin{align*}
E_{\text{stereo}}(S) &= \int_S \rho(x) \, dA \\
&= \int_S \rho(x) \, dA.
\end{align*}
function $\phi : V \to \mathbb{R}$, which in turn allows for normal estimation $N_x = \frac{\nabla \phi}{|\nabla \phi|}$ to each voxel $x \in V$. Hence, visibility is determined by front-facing cameras according to the estimated normal direction. The term (3) is equivalent to the one suggested in [11]. In particular, photoconsistency is computed in terms of the normalized cross-correlations by averaging over front-facing cameras

$$c(x) = \frac{1}{N} \sum_i \sum_j NCC(I_i(\pi_i(x)), I_j(\pi_j(x))),$$

where $N$ denotes the number of relevant camera pairs. In order to take patch distortion into account, the surface is locally approximated by its tangent plane [11]. For each point $x \in V$ this yields some measure $c(x)$ between -1 and 1, where 1 means perfect correlation. This value is then mapped to the unit interval $[0, 1]$ using the following function proposed in [27]:

$$\rho(x) = 1 - \exp \left( - \tan \left( \frac{\pi}{4} (c(x) - 1) \right)^2 / \sigma^2 \right).$$

Smoothness is implicitly enforced since minimizing (11) corresponds to finding the minimal surface with respect to a Riemannian metric [7]. Note that global optimization of this energy alone yields the empty surface. In our energy (3), the silhouette-based terms naturally prevent the empty surface without requiring additional knowledge about the scene.

4 Continuous Global Optimization

4.1 An Equivalent Convex Formulation

Energy (3) can be globally optimized, provided the object and background parameters of the Gaussian distribution and the visibility of points are given. In this paper we build upon the optimization technique described in Section 2 by formulating (3) as a continuous convex optimization problem.

To this end, the surface $S$ is represented implicitly by the characteristic function $u : V \to \{0, 1\}$ of $R^S_{bck}$, i.e. $u = 1_{R^S_{bck}}$ and $1 - u = 1_{R^S_{obj}}$. Hence, changes in the topology of $S$ are handled automatically without reparametrization. With the implicit surface representation we have the following constrained, non-convex energy minimization problem corresponding to (3):

$$E(u) = \int_V (\log P_{obj}(x) - \log P_{bck}(x)) u(x) \, dx + \nu \int_V \rho(x)|\nabla u| \, dx \to \min,$$

s. t. $u \in \{0, 1\}$. 

The minimization problem stated in (10) is non-convex, since the optimization is carried out over a non-convex set of binary functions. However, relaxing the binary condition and extending the optimization to all functions $u : V \to \mathbb{R}$, where also intermediate values can be taken, will cause the values of $u(x)$ to
converge to $\pm \infty$ almost everywhere. In order to circumvent this difficulty, one can restrict the domain by enforcing $0 \leq u(x) \leq 1$ via a convex penalizer $\theta(u)$:

$$E(u) = \int_V \left( \log P_{obj}(x) - \log P_{bck}(x) \right) u(x) + \nu \rho(x) |\nabla u| + \alpha \theta(u(x)) \, dx, \quad (11)$$

where $\alpha$ has to be chosen sufficiently large in order to ensure that $u$ does not leave the interval $[0, 1]$. This leads to a convex formulation, which allows for global optimization by using standard techniques like gradient descent. Finally, we come up with a global minimizer of the original non-convex functional $\mathcal{H}$ by thresholding the result at any $\mu \in (0, 1)$. In our experiments, we chose $\mu = 0.5$, but we obtained virtually the same results with $\mu \in [0.1, 0.9]$.

In summary, the optimization can be split into two steps:

1. Find a minimizer $u$ of $(11)$.
2. Threshold the result: $R^S_{obj} = \{ x \in V \mid u(x) < \mu \text{ for some } \mu \in (0, 1) \}$.

A necessary condition for a minimum of $(11)$ is stated by the associated Euler-Lagrange equation

$$0 = (\log P_{obj} - \log P_{bck}) - \nu \rho \text{ div } \left( \frac{\nabla u}{\nabla u} \right) - \langle \nabla \rho, \frac{\nabla u}{|\nabla u|} \rangle + \alpha \theta'_e(u)$$  

$$= (\log P_{obj} - \log P_{bck}) - \nu \text{ div } \left( \rho \frac{\nabla u}{|\nabla u|} \right) + \alpha \theta'_e(u), \quad (12)$$

where $\theta_e$ is a regularized version of the derivative of $\theta$ with respect to its argument.

### 4.2 Fast Minimization by Successive Overrelaxation

Discretization of the Euler-Lagrange equation $(12)$ leads to a sparse nonlinear system of equations, which can be solved via gradient descent. However, gradient descent converges very slowly. Thus, we suggest to use a fixed point iteration scheme that transforms the nonlinear system into a sequence of linear systems. These can be efficiently solved with iterative solvers, such as Gauss-Seidel, successive over-relaxation (SOR), or even multi-grid methods.

Neglecting the term $\alpha \theta'_e(u)$, which can in practice be replaced by simply clipping values of $u$ that fall out of the interval $[0, 1]$, the only source of nonlinearity in $(12)$ is the diffusivity $g := \frac{1}{|\nabla u|}$. Starting with an initialization $u^0 = 0.5$, we can compute $g$ and keep it constant. For constant $g$, $(12)$ yields a linear system of equations, which we solve with the SOR method. This means, we iteratively compute an update of $u$ at voxel $i$ by

$$u^{l+1}_i = (1 - \omega)u^l_i + \omega \frac{\nu}{j \in N(i), j < i} \rho_j g^l_{i \sim j} u^{l+1}_j + \nu \frac{\sum_{j \in N(i), j > i} \rho_j g^l_{i \sim j} u^{l+1}_j - b_i}{\nu \sum_{j \in N(i)} \rho_j g^l_{i \sim j}} \quad (13)$$
where \( \mathcal{N}(i) \) denotes the neighborhood of \( i \), \( g_{i\sim j} \) denotes the diffusivity between voxel \( i \) and its neighbor \( j \), and the vector \( b_i \) contains the constant part of (12) that does not depend on \( u \), i.e. the fidelity term \( b_i = \log P_{\text{obj},i} - \log P_{\text{beck},i} \). The over-relaxation parameter \( \omega \) has to be chosen in the interval \((0, 2)\) for the method to converge. The optimal value depends on the linear system to be solved. Empirically we obtained the fastest convergence rate for \( \omega = 1.85 \). After being sufficiently close to a fixed point \( u^k \) (we iterated for \( k = 1, \ldots, 10 \)), one can update the diffusivities and solve the next linear system. Iterations are stopped as soon as the energy decay in one iteration is in the area of number precision.

5 Experiments

Figure 2 depicts 3 of 33 input images of resolution 640 \( \times \) 480 used for reconstruction. The input images are pretty challenging because of the presence of illumination artefacts and specular reflections. Note that automatic color-based segmentation of the single images is infeasible due to the similarity in color of the bunny figure and the illumination effects in the background.

Figure 3 shows reconstructions from the above image sequence by using discrete graph cuts and the proposed continuous optimization technique applied on the model described in Section 3. Both reconstructions look accurate. However, the graph cut reconstruction looks generally slightly oversmoothed because of the discrete approximation of the smoothness term. In addition, the proposed minimization exhibits considerable reductions in memory compared to graph cuts (in our implementation about a factor of 20), which allows to perform global optimization at higher volume resolutions. We ran the proposed optimization on an architecture with 2 GB of main memory and volume of more than 20 million voxels (see Figure 1). The corresponding graph cut computation is infeasible for this resolution.

The evolution of an initial surface towards the final result is depicted in Figure 4. Note that the final reconstruction does not depend on the initialization, since the used cost function is minimized globally. A closer look at the evolution process reveals the difference to local optimization techniques like level sets, where the surface evolves coherently, i.e. there are no unnecessary topological changes.
Fig. 3. Multiview reconstruction of the sequence in Figure 2. **First row:** reconstruction with the proposed method. **Second row:** reconstruction obtained by minimizing the same energy functional via graph cuts. Volume resolution was set to $108 \times 144 \times 162$. At this resolution both reconstructions look quite similar.

Fig. 4. Reconstruction obtained by the proposed approach at a volume resolution of $216 \times 288 \times 324$. Increasing the resolution by a factor of 2 in each dimension allows for the emergence of fine-scale details (compare to Figure 3). Graph cut reconstruction at such a resolution was infeasible on our machines due to memory overflow.
Fig. 5. Surface evolution towards the final result. Intermediate surfaces were generated by thresholding the evolving function \( u \) at 0.5 (see Section 4). In contrast to level set schemes the evolution process is not coherent.

Fig. 6. Continuous vs. discrete optimization. (a) A slice through the data volume. Increasing intensities denote regions with \( P_{\text{obj}}(x) > P_{\text{bck}}(x) \), \( P_{\text{obj}}(x) < P_{\text{bck}}(x) \) and \( P_{\text{obj}}(x) = P_{\text{bck}}(x) \) respectively. Photoconsistency function \( \rho \) is constant throughout the volume. (b) Reconstruction obtained with the optimization technique described in Section 4 (c) Reconstruction computed by graph cuts. In contrast to the graph cut solution, the proposed continuous optimization does not suffer from discretization artefacts.

Figure 6 additionally emphasizes a comparison between graph cuts and the proposed continuous optimization when applied on a synthetic sphere with a missing piece of data. At such locations the difference between both models becomes obvious. Note that some discretization artefacts in terms of blocky structures are available in the graph cut reconstruction because of metrication errors, even with 26-neighborhood system. In addition, sharp corners occur, since the discrete model does not take the curvature of the surface into account. In contrast, the continuous optimization achieves nice and smooth continuation of the missing part of the surface.
6 Summary

In this paper an energy model for multiview 3D reconstruction allowing global optimization is proposed. To the best of our knowledge this is the first work to cast multiview 3D reconstruction as a continuous convex optimization problem (up to visibility). As for graph cuts this allows to compute globally optimal shapes. However, in contrast to discrete techniques, the proposed continuous formulation does not suffer from metricalization errors. Moreover, it requires considerably less memory, thereby allowing for optimal reconstructions at higher resolutions. All these properties are demonstrated experimentally.
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Abstract. In this paper we present and evaluate a new Bayesian method for range image segmentation. The method proceeds in two stages. First, an initial segmentation is produced by a randomized region growing technique. The produced segmentation is considered as a degraded version of the ideal segmentation, which should be then refined. In the second stage, pixels not labeled in the first stage are labeled by using a Bayesian estimation based on some prior assumptions on the regions of the image. The image priors are modeled by a new Markov Random Field (MRF) model. Contrary to most of the authors in range image segmentation, who use only surface smoothness MRF models, our MRF takes into account also the smoothness of region boundaries. Tests performed with real images from the ABW database show a good potential of the proposed method for significantly improving the segmentation results.
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1 Introduction

The segmentation of an image is often necessary to provide a compact and convenient description of its content, suitable for high level analysis and understanding. It consists in assigning pixels to homogenous and disjoint sets called image regions. Pixels that belong to the same region share a common feature called "region homogeneity criterion". In range images, segmentation methods can be divided into two distinct categories: edge-based segmentation methods, and region-based segmentation methods. In the first category, pixels that correspond to discontinuities in depth or in surface normals are selected and chained in order to delimit the regions in the image \[10, 13\]. Edge-based methods are well known for their low computational cost; however they are very sensitive to noise. On the other hand, region-based methods use geometrical surface proprieties to gather pixels with the same proprieties in disjoint regions \[21, 11\]. The region growing technique is widely used. First, region seeds are selected; then regions are enlarged by recursively including homogenous surrounding pixels. Compared to edge-based methods, region-based methods are more stable and less sensitive to noise. However, their efficiency depends strongly on the selection of the region...
seeds. Some authors have used hybrid approaches. For these approaches, often a region-based method and an edge-based one are combined so that the detected edges are used to initialize and steer a region-based segmentation [19].

Few authors have integrated Bayesian inference in range image segmentation. Lavalle and Hutchinson [16] have used a Bayesian test to merge regions in both range and textured images. Region merging is based on some observation vectors, and some image priors. The merging of two regions depends on the probability that the resulting region is homogenous. Jain and Nadabar [11] have proposed a Bayesian method for edge detection in range images. Considering the smoothness of image surfaces as a prior, they use the Line Process (LP) Markov random field (MRF) model [8] to label image pixels as EDGE or NON-EDGE pixels. Wang and Wang [20] have presented a hybrid scheme for range image segmentation. First, they proposed a joint Bayesian estimation of both pixel labels, and surface patches. Next, the solution is improved by combining the Scan Line algorithm for edge detection [13], and the Multi-Level Logistic (MLL) MRF model [4]. They aim at reducing the model complexity by estimating the number and the parameters of the image regions. Li proposes in [17] a Markov random field model for range image smoothing with discontinuity preserving. The utilization of the MAP-MRF (maximum a posterior - Markov random field) framework has allowed region smoothing with preserving of both step and roof edges.

In spite of various contributions of the works previously cited, some aspects inherent to range image segmentation were omitted. Indeed, most of the works use Markovian models that are based exclusively on the surface smoothness prior. Moreover, the proposed methods proceed by labeling pixels without ensuring the continuity of the resulting regions. Typically, in the approach proposed by Wang and Wang [20], pixels belonging to coplanar regions may be assigned equally to any of these regions. The spatial continuity constraint of resulting regions seems that it was not taken into account.

The method proposed in this paper aims first at providing an initial degraded segmentation version, using an improved region growing technique, and then to refine this version by a Bayesian-MRF labeling. The refinement of the initial segmentation consists in a Bayesian regularization of unlabeled pixels. These latter are mostly close to region boundaries. A new Markov random field model is used to model the prior information on image regions, by considering both surface and edge smoothness. In the first stage, the image regions are extracted using a randomized region growing technique. This latter is based on random sampling of region seeds. In the second stage, unlabeled pixels are labeled using Bayesian estimation, based on two distinct priors. The first one consists of the surface smoothness prior, which is modeled by the MLL model [4]. The second one which is introduced in this work, consists of the edge smoothness prior. The new MRF model uses a high-order neighborhood system, and is based on the assumption that edge pixels are situated on straight lines which represent region boundaries. The use of the ICM algorithm (Iterated Conditional Modes) [3] to search for the optimal solution has allowed us to formulate region continuity by defining a constraint on the possible labels of a given pixel. Indeed, the label
of a given pixel is selected among the set of labels corresponding to the regions to which the pixel is close. The experimentations performed with real images from the ABW database \[9\] show the good potential of the proposed method to provide an accurate segmentation of range images.

The remainder of the paper is organized as follows: In Section 2, we introduce the image segmentation by randomized region growing. Section 3 is devoted to the proposed Bayesian approach for segmentation refinement. We present in this section the new Markov Random Field (MRF) model, as well as the adaptation of the ICM algorithm for the optimal solution search. The experimental results are shown in Section 4, in which we present respectively the evaluation framework, parameter selection and the comparative results. Finally, a conclusion summarizes our contribution and presents some possible future investigations.

2 Image Segmentation by Randomized Region Growing

2.1 Surface Modeling

A range image is a discretized two-dimensional array where at each pixel \((x, y)\) is recorded the distance \(d(x, y)\) between the range finder plane and the corresponding point of the scene. Regions in such an image are the visible patches of object surfaces. Let \(d^*\) a new representation of the row image, where \(d^*(x, y)\) represents the tangent plane to the surface at \((x, y)\). The best tangent plane at \((x, y)\) is obtained by the multiple regression method using the set of neighboring pixels \(\chi(x, y)\). The neighborhood \(\chi(x, y)\) is made up of pixels \((x', y')\) situated within a \(3 \times 3\) window centred at \((x, y)\), and whose depths \(d(x', y')\) are close, according to a given threshold \((Tr_h)\). The plane equation in a 3-D coordinate system may be expressed as follows:

\[
z = ax + by + c
\]

where \((a, b, -1)^T\) is a normal vector to the plane, and \(|c|/\sqrt{a^2 + b^2 + 1}\) is the orthogonal distance between the plane and the coordinate origin. The plane parameters \(a, b\) and \(c\) at \((x_0, y_0)\) are obtained by the minimization of the function \(\Phi\), defined as follows:

\[
\Phi(a, b, c) = \sum_{(x', y') \in \chi(x_0, y_0)} (ax' + by' + c - d(x', y'))^2
\]

with \(\chi(x, y) = \{(x+i, y+j); (i, j) \in \{-1, 0, +1\}^2\text{ and }|d(x+i, y+j) - d(x, y)| < Tr_h\}\)

The quality of estimation according to the regression model is also computed:

\[
q(x, y) = \sum_{(x', y') \in \chi(x, y)} \frac{(ax + by + c - d(x', y'))^2}{(d(x', y') - d(x, y))^2}
\]

Operations performed on the new image are based on the comparison of two planes. Indeed, we consider that two planes \(z = ax + by + c\) and \(z = a'x + b'y + c'\)
are equal if they have, according to some thresholds, the same orientation and the same distance to the coordinate origin. Let \( v = (a, b, -1)^T \) and \( v' = (a', b', -1)^T \), and let \( \theta \) be the angle between \( v \) and \( v' \) and \( h \) the distance between the two planes: \( \sin(\theta) = \|v \otimes v'\|/\|v\|\|v'\| \) and \( h = |c/\|v\| - c'/\|v'\|\|. \) So, the two planes are considered equal if \( \sin(\theta) \leq Tr_\theta \) and \( h \leq Tr_h \), where \( Tr_\theta \) and \( Tr_h \) are respectively the angle and the distance thresholds. Plane comparison is first used to test if a given pixel belongs to a planar region, given its plane equation. It is also used to test if the pixel is, or is not, a pixel of interest (edge or noise pixel). In this case, the pixel in question is considered as a pixel of interest if at least one of its neighbors has a different plane equation, according the previous thresholds.

### 2.2 Region Growing by Randomized Region Seed Sampling

Inspired from the RANSAC algorithm [7], our region growing technique is based on random sampling of region seeds. A given seed centred at \( (x_t, y_t) \) is formed by the pixels in a \( W \times W \) window, and belong all to the same plane. A generated seed is accepted if only the surface estimation quality \( q \) at this seed is greater than a given threshold \( Q \). The estimation quality of a seed is represented by the minimum of estimation qualities of pixels that form the seed. For every accepted seed, a region growing is performed by recursively including homogenous pixels situated on the borders of the region in growth. Selection-growing process is repeated until no new region can be created.

Random sampling of region seeds permits to select the best seeds for region growing. The selected seeds are characterized by a good quality which allows to include in a given region the largest possible set of homogenous pixels. Indeed, several seeds within the same region can be generated; however none of these seeds is accepted. The first generated seed for which the quality \( q \) is greater than the threshold \( Q \) will be accepted and considered for region growing. The randomized region growing algorithm is described as follows:

\[
t=0
\]

Repeat

- Generate a random position \( (x_t, y_t) \)
- If seed quality \( q(x_t, y_t) > Q \) then
  - Perform a region growing starting from \( (x_t, y_t) \)
- EndIf

\[t = t+1\]

Until none new region was generated since \( t - DT \)
// \( DT \) a given interval: \( DT \gg 1 \)

For each generated region \( R_l \) (labeled \( l \)), the residual variance \( \sigma^2_l \) is calculated as follows:

\[
\sigma^2_l = \sum_{(x,y) \in R_l} (a_l x + b_l y + c_l - d(x, y))^2
\]

(4)

where \( (a_l, b_l, c_l) \) are the plane equation coefficients of the region \( R_l \). This parameter will be used in Bayesian edge regularization.
Note that in 2-D images, the variance $\sigma^2$ depends only on the noise, and consequently it is considered constant for all the regions of the image. However, in range images $\sigma^2$ depends on both noise and surface orientation regarding the plane of the range finder. Its value is proportional to the angle of the surface inclination.

Region growing by randomized region seed sampling has provided better results compared to deterministic region growing (see Fig. 1b,c). However, the resulting segmentation often remains unsatisfactory. In Fig. 1c, we can note that most of the unlabeled pixels are those close to region boundaries. We present in the next section a new Bayesian method which allows refining the resulting segmentation by a reliable labeling of unlabeled pixels.

![Fig. 1. Region growing. (a) Range image (abw.test.6); (b) segmentation result by deterministic region growing; (c) segmentation result by randomized region growing](image)

3 Edge Regularization by Bayesian Inference

3.1 MAP-MRF Pixel Labeling

We have used the piecewise smoothness of image surfaces as well as the piecewise smoothness of region boundaries as priors to model distributions of pixel labels (MRF) in range images. Let $S$ denote the image lattice. At each site $(x, y) \in S$,
\[ d(x, y) \] is the depth at the site, and \( d^s(x, y) \) represents the corresponding plane equation parameters: \( d^s(x, y) = (a_{x,y}, b_{x,y}, c_{x,y}) \). Let \( M \) be the number of regions in the image. So, each site \((x, y)\) can take a label \( f_{x,y} \) from the set of labels \( L = \{l_1, \ldots, l_M\} \). The labeling set \( F = \{f_{x,y}, (x, y) \in S, f_{x,y} \in L\} \), represents a segmentation of the image. If we assume that \( F \) is Markovian, segmenting \( S \) according to the MAP-MRF framework [18] is equivalent to calculate the maximum a posteriori (MAP) of the distribution of the set \( F: P(F/d) \), by considering \( F \) as a Markov Random Field (MRF). According to Bayes’ rule, the maximum a posteriori \( P(F/d) \) is expressed as follows:

\[
P(F/d) = \frac{p(d/F)P(F)}{p(d)}
\]  

(5)

\( P(F) = Z^{-1} e^{-U(F)} \) is the a priori probability of \( F \) obtained according to the Markov-Gibbs equivalence theorem [2]. \( Z = \sum_F e^{-U(F)} \) is a normalization constant called the partition function.

The a priori energy \( U(F) \) is a sum of clique potentials \( V_c(F) \) over the set of all possible cliques \( C: U(F) = \sum_{c \in C} V_c(F) \).

In our MRF model we have considered two sets of cliques: the set \( C_1 \) of cliques, formed of two neighboring sites according to the 4-neighborhood system, and the set \( C_2 \) of cliques, formed of 9 sites located in a 3 \( \times \) 3 window with the center as an edge pixel (unlabeled). By using the parameter \( \zeta \), \( (\zeta \leq 0) \), the potential \( V^1 \) of cliques in \( C_1 \) is defined as follows:

\[
V^1(f_{x,y}, f_{x',y'}) = \begin{cases} 
\zeta & \text{if } f_{x,y} = f_{x',y'} \\
-\zeta & \text{otherwise}
\end{cases}
\]  

(6)

In order to define the potential \( V^2 \) of cliques in blocks of 3 \( \times \) 3 sites, we use the following notations: let \( c_9 \) be a clique of 3 \( \times \) 3 sites centred at \((x, y)\):

\[
c_9(x, y) = \{f_{x+i,y+j}, (i,j) \in \{-1,0,1\}^2\}
\]  

(7)

Let’s define the transformation \( \Gamma \), allowing to express the order of the sites in cliques of \( C_2 \): \( \Gamma: C_2 \rightarrow F^9 \), so that:

\[
\Gamma(c_9(x, y)) = (f_{x-1, y-1}, \ldots, f_{x+1,y+1})
\]  

(8)

By using the parameter \( \kappa \), \( (\kappa \leq 0) \), and considering possible configurations of cliques in \( C_2 \) (see Fig. 2), the potential \( V^2 \) can thus be expressed as follows:

\[
V^2(\Gamma(c_9(x, y))) = \begin{cases} 
\kappa & \text{if } \exists(x',y'), (x'',y'') | f_{x,y} = f_{x',y'} = f_{x'',y''} \\
& \text{and } \phi((x',y'), (x, y), (x'',y'')) = \pi \\
0 & \text{if } \exists(x',y'), (x'',y'') | f_{x,y} = f_{x',y'} = f_{x'',y''} \\
& \text{and } \phi((x',y'), (x, y), (x'',y'')) = 2\pi/3 \\
-\kappa & \text{otherwise}
\end{cases}
\]  

(9)
where $\phi((x', y'), (x, y), (x'', y''))$ is the angle between the two vectors $(x' - x, y' - y)^T$ and $(x'' - x, y'' - y)^T$.

The potential $V^1$ models the surface smoothness, whereas $V^2$ models the edge smoothness. Configurations used to define $V^2$ depend on the surface type. For images containing polyhedral objects, considered in this work, $V^2$ is defined on the basis that the boundary between two adjacent regions is formed by pixels belonging to the same straight line (Fig. 2). So, configurations that correspond to locally unsmooth edges are penalized by using a positive clique potential ($-\kappa$).

The likelihood distribution $p(d/F)$, is obtained by assuming that the observations \{$(d(x, y), (x, y) \in S)$\} are degraded by an independent Gaussian noise:

$$d(x, y) = a_{f_{x, y}} x + b_{f_{x, y}} y + c_{f_{x, y}} + e(x, y)$$

with $e(x, y) \sim N(0, \sigma_{f_{x, y}}^2)$. So, the likelihood distribution is expressed as follows:

$$p(d/F) = \frac{1}{\prod_{(x,y) \in S} \sqrt{2\pi \sigma_{f_{x, y}}^2}} e^{-U(d/F)}$$

with the likelihood energy $U(d/F)$ defined by:

$$U(d/F) = \sum_{(x,y) \in S} (a_{f_{x, y}} x + b_{f_{x, y}} y + c_{f_{x, y}} - d(x, y))^2 / 2\sigma_{f_{x, y}}^2$$

Since $p(d)$ is constant for a fixed $d$, the optimal solution $F^*$ is obtained by maximizing the a posteriori probability $P(F/d) \propto p(d/F)P(F)$, which is equivalent to minimizing the a posteriori energy $U(F/d) = U(d/F) + U(F)$:

$$F^* = \text{argmin}\{U(d/F) + U(F)\}$$

### 3.2 Computation of the Optimal Solution

By assuming that $F$ is Markovian, and the observations \{$(d(x, y), (x, y) \in S)$\} are conditionally independent, we have used the ICM algorithm to minimize the a posteriori energy $U(F/d)$. By considering $U(F/d)$ as a sum of energies over all the sites: $U(F/d) = \sum_{(x,y) \in S} U(f_{x, y}/d(x, y))$, we can separate it in two terms:

$$U(F/d) = \sum_{(x,y) \in S'} U(f_{x, y}/d(x, y)) + \sum_{(x,y) \in S - S'} U(f_{x, y}/d(x, y))$$

where $S'$ is the set of sites that have not been labeled in the first stage (by region growing): $S' = \{(x, y) \in S \mid f_{x, y} \text{ is undefined}\}$.

Assuming the correctness of the labeling of the set $S - S'$ (performed by region growing), the term $\sum_{(x,y) \in S - S'} U(f_{x, y}/d(x, y))$ is thus constant. Minimizing the energy $U(F/d)$ is equivalent to minimizing the energy $U'(F/d)$ which corresponds to the sites in $S'$:

$$U'(F/d) = \sum_{(x,y) \in S'} U(f_{x, y}/d(x, y))$$
The assumption of the correctness of the labeling of $S - S'$ also allows to define a constraint on the set of possible values that a site in $S'$ can have during the execution of the ICM algorithm. Indeed, the label $f^k_{(x,y)}$ at the iteration $k$, of a site $(x,y)$ is chosen among the set $L'(x,y) \subset L$ containing the labels of the sites, labeled in the first stage, and located in a $W \times W$ window centred at $(x,y)$. Formally, $L'(x,y)$ is defined as follows:

$$L'(x,y) = \{ l | \exists (x',y') \in S - S', (x' - x, y' - y) \in [-W/2, W/2]^2 \land f_{x',y'} = l \} \quad (16)$$

The two previous heuristics allow to speed up the calculation of the minimum of the a posteriori energy $U'(F/d)$. They allow also to satisfy the region continuity constraint. For the latter problem, if we assume that the distance between two coplanar regions $R$ and $R'$ is greater than $W$, labels $l_R$ and $l_{R'}$ corresponding respectively to $R$ and $R'$, cannot belong to the same set $L'(x,y)$. For example, if the site $(x,y)$ belongs to $R$, it can not be labeled $l_{R'}$, although energies $U'(l_R/d(x,y))$ and $U'(l_{R'}/d(x,y))$ are equal.

4 Experimentation and Discussion

4.1 Evaluation Framework

Hoover et al. have proposed a dedicated framework for the evaluation of range image segmentation algorithms [9], which has been used in several related works [13][25]. The framework consists of a set of real range images, and a set of objective performance metrics. It allows to compare a machine-generated segmentation (MS) with a manually-generated segmentation, supposed ideal and representing the ground truth (GT). The most important performance metrics are the numbers of instances respectively of correctly detected regions, over-segmented regions, under-segmented regions, missed regions, and noise regions. Region classification is performed according to a compare tool tolerance $T$; $50% < T \leq 100%$ which reflects the strictness of the classification. The 40 real images of the ABW database are divided into two subsets: 10 training images, and 30 test images. The training images are used to estimate the parameters of a given segmentation
method. Using the obtained parameters, the method is applied to the test images. The performance metrics are computed and stored in order to be used to compare the involved methods. In our case, four methods, namely USF, WSU, UB and UE, cited in [1] are involved in the comparison.

4.2 Parameter Selection

Since the evaluation framework provides a set of training images with ground truth segmentation (GT), we have opted to a supervised approach for the estimation of the used parameters.

For the proposed method, named BRIS for Bayesian Range Image Segmentation, six parameters should be fixed: \( T_{r\theta} \), \( T_{rh} \), \( W \), \( Q \), \( \zeta \) and \( \kappa \). The performance criterion used in parameter selection is the average number of correctly detected regions with the compare tool tolerance \( T \) set to 80\%. The parameters are divided into two subsets: 1) \( T_{r\theta} \), \( T_{rh} \), \( W \) and \( Q \) which represent respectively the angle threshold, the depth threshold, the window size, and the seed quality threshold. These parameters are used by the randomized region growing algorithm. 2) \( \zeta \) and \( \kappa \) which express respectively the clique potentials \( V^1 \) and \( V^2 \), and they are used for edge regularization.

For the first subset of parameters, 256 combinations namely \( (T_{r\theta}, T_{rh}, W, Q) \in \{15^\circ, 18^\circ, 21^\circ, 24^\circ\} \times \{12, 16, 20, 24\} \times \{5, 7, 9, 11\} \times \{0.90, 0.95, 0.97, 0.99\} \), were run on the training images. The threshold \( T_{r\theta} \) was set to 21\(^\circ\). Note that higher values of this parameter under-differentiate regions regarding their orientations, and lead to an under-segmentation of the image. However, lower values over-differentiate pixels and lead to an over-segmentation. It results in a high number of false and small regions, which should be merged in the true neighboring regions. The threshold \( T_{rh} \) is set to 16. Note that values significantly greater than 16 can lead to wrongly merge some parallel overlapped regions. However, if \( T_{rh} \) is significantly less than 16, highly sloped regions cannot be detected as planar regions [13]. This results in a high rate of missed regions. Parameters \( W \) and \( Q \) were set respectively to 7 and 0.97. The selected value of \( W \) permits to estimate the plane equation by considering a wide neighborhood (\( W^2 \) pixels), whereas \( Q \) ensure that the plane parameters are reliable, and the window \( W \times W \) is not located between two different regions.

We have used the Coding method [2] to estimate the parameters \( \zeta \) and \( \kappa \). For each image in the training set, a pair of values of these parameters is calculated. The average values are then computed and used as the parameter values. We have used a single coding of the set \( S - S' \), corresponding to cliques of 3 \( \times \) 3 sites. Indeed, we assume that the regularization of the region boundaries is more convenient for the labeling of unlabeled pixels, because these pixels are mostly close to the region boundaries. The optimal values for each training image is calculated by the simulated annealing algorithm [15], using a Gibbs sampler [8]. The average values of \( \zeta \) and \( \kappa \) obtained with the training set were respectively \(-0.37 \times 10^{-4}\) and \(-0.21 \times 10^{-4}\).
4.3 Performance Evaluation and Comparison

Fig. 3 illustrates the impact of the Bayesian edge regularization on the segmentation results, with all the test images. The gap between the two curves shows that the segmentation results are significantly improved for the high values of the compare tool tolerance $T$. Indeed, edge regularization in range images allows to improve segmentation accuracy, by optimal labeling of pixels close to region boundaries. It was reported [9,12] that segmentation methods provide better results when they pay particular attention to process region boundaries.

![Graph showing comparison of average results before and after edge regularization](image)

**Fig. 3.** Comparison of average results before and after edge regularization of the test images, according to $T$: $0.5 < T \leq 1.0$

Fig. 4 shows the segmentation results of the image abw.test.8, with the compare tool tolerance $T$ set to 80%. This image was considered as a typical image to compare the involved methods [9,15]. Fig. 4a shows the range image, and Fig. 4b shows the ground truth segmentation (GT). Fig. 4c, 4d, 4e, and 4f represent the segmentation results obtained respectively by USF, WSU, UB and UE methods. Fig. 4g presents the segmentation result obtained by our method. Metrics in table 1 show that all image regions detected by the best-referenced segmenter (UE) were detected by our method. Due to the amount of noise, all methods

<table>
<thead>
<tr>
<th>Method</th>
<th>GT Correct</th>
<th>Over-</th>
<th>Under-</th>
<th>Missed</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>USF</td>
<td>21</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>WSU</td>
<td>21</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>UB</td>
<td>21</td>
<td>16</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>UE</td>
<td>21</td>
<td>18</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>BRIS</td>
<td>21</td>
<td>18</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1.** Comparison results with abw.test.8 image for $T=80\%$
Table 2. Average results of the different involved methods for $T=80\%$

<table>
<thead>
<tr>
<th>Method</th>
<th>Correct</th>
<th>Over-</th>
<th>Under-</th>
<th>Missed</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>USF</td>
<td>15.2</td>
<td>0.2</td>
<td>0.1</td>
<td>2.1</td>
<td>1.2</td>
</tr>
<tr>
<td>WSU</td>
<td>15.2</td>
<td>0.5</td>
<td>0.2</td>
<td>4.5</td>
<td>2.2</td>
</tr>
<tr>
<td>UB</td>
<td>15.2</td>
<td>0.5</td>
<td>0.1</td>
<td>1.7</td>
<td>2.1</td>
</tr>
<tr>
<td>UE</td>
<td>15.2</td>
<td>0.4</td>
<td>0.2</td>
<td>1.1</td>
<td>0.8</td>
</tr>
<tr>
<td>BRIS</td>
<td>15.2</td>
<td>0.4</td>
<td>0.1</td>
<td>1.7</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Fig. 4. Segmentation results of abw.test.8 image. (a) Range image; (b) ground truth segmentation (GT); (c) USF result; (d) WSU result; (e) UB result; (f) UE result; (g) BRIS result.
have failed to detect the shadowed region. The incorrectly detected regions are those with small sizes, and situated on the horizontal support. Compared to the involved methods, the values of the incorrect detection metrics are also good. Our method is equivalent to UE, and scores higher than the others.

Table 2 shows the average results obtained with all test images, and for all performance metrics. The compare tool tolerance was set to the typical value 80%. By considering both correct detection and incorrect detection metrics, obtained results show a good efficiency of our method, compared to the others.

Fig. 3 shows the average numbers of correctly detected regions for all test images, according to the compare tool tolerance $T; T \in \{51\%, 60\%, 70\%, 80\%, 90\%, 95\%\}$. Results show that the number of correctly detected regions by our method is in average better than those of USF, UB and WSU. For instance, our system scored higher than WSU for all the values of the compare tool tolerance $T$. It scored higher than USF for $T \in \{80\%, 90\%, 95\%\}$, and better than UB for $T \in \{50\%, 60\%, 70\%, 80\%\}$. For all incorrect detection metrics (Over-segmentation, Under-segmentation, Missed, Noise), our method has equivalent scores to those of UE and USF, which scored higher than UB and WSU.

![Graph showing correct detection vs compare tool tolerance](image)

**Fig. 5.** Average results of correctly detected regions of all methods, according to the compare tool tolerance $T; 0.5 < T \leq 1.0$

## 5 Conclusion

We have presented in this paper a new Bayesian method for range image segmentation. Region growing by randomized seed sampling, introduced in this work provides an initial degraded segmentation. Results at this stage were better than those obtained with deterministic region growing. The refinement of the initial segmentation using the MAP-MRF framework has allowed improving significantly the segmentation results. We have presented a new MRF model which allows to model both surface, and edge smoothness, considered as prior assumptions on regions in range images. Extensive tests were performed on real images
from the ABW database. Obtained results show a good potential of the proposed method for providing an efficient and accurate range image segmentation. In our future works we extend the proposed method to curved objects, by defining the surface properties specific to these objects, as well as the appropriate MRF models.
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Abstract. This paper presents a two-step algorithm to perform automatic extraction of vessel tree on angiogram. Firstly, the approximate vessel centerline is modeled as marked point process with each point denoting a line segment. A Double Area prior model is proposed to incorporate the geometrical and topological constraints of segments through potentials on the interaction and the type of segments. Data likelihood allows for the vesselness of the points which the segment covers, which is computed through the Hessian matrix of the image convolved with 2-D Gaussian filter at multiple scales. Optimization is realized by simulated annealing scheme using a Reversible Jump Markov Chain Monte Carlo (RJMCMC) algorithm. Secondly, the extracted approximate vessel centerline, containing global geometry shape as well as location information of vessel, is used as important guide to explore the accurate vessel edges by combination with local gradient information of angiogram. This is implemented by morphological homotopy modification and watershed transform on the original gradient image. Experimental results of clinical digitized coronary angiogram are reported.
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1 Introduction

Vessel segmentation algorithm is critical component of circulatory blood vessel analysis systems. It provides important information of quantitative analysis about cardiac and cerebral disease. The difficulties of vessel segmentation mainly come from the weak contrast between vascular trees and the background, an advance unknown and easily deformable shapes of the vessel tree, sometimes overlapping strong shadows of bones and so on.

Many techniques about the problem of coronary vessel extraction begin with some local optimization process to character the vessel structure in the form of different description, operator and model. They have been built upon the pixel domain and different feature spaces of image. Region growing techniques mainly discriminate the vessel part from angiogram by intensity similarity and spatial proximity. Skeleton-based methods aim at extracting blood vessel centerlines, from which the whole vessel tree is reconstructed. The ridge-based methods
make use of intensity ridges to approximate the skeleton of the tubular objects while the grays image is treated as 3D elevation maps [2]. Ridge points can be obtained by tracing the intensity map from arbitrary point, along the steepest ascent direction of intensity. The Hessian matrix, containing the second-order differential properties of image, are also been used to track the ridge point [3] [4]. Matching filter approach convolves the image with multiple matched filters for the extraction of vessel structure [5]. The essence of this method existing in describes or approaches local lattices of image with the convolution kernel used. This method compares to the mathematical morphology schemes, which apply structuring elements to “match” the image with morphologic operators. The combination of several operators has also been proposed to complement one or more of them. For the incompleteness of these local descriptions for vessel structure, they usually have a heuristic post-processing step.

The methods based on local process usually lack detailed description of the geometry and topology of the global vessel structure, and might be very sensitive to local minima. Thus, besides the local description of vessel structure, other methods for vessel segmentation have also been proposed to character some relation between the local feature and shape of the whole structure [6] [7]. These methods usually are expressed with some model. Deformable models are such techniques that find object contours using parametric curves that deform under the influence of internal and external forces. It can either be parametric or geometric. The curvature and the gradient, acting as description for shape and intensity feature of vessel structure, are used to define an energy function. The final contour fits the vessel boundaries following a differential equation whose solution corresponds to a local minimum of the energy. In these methods, the constraint for curvature can be treated as the prior information about the vessel structure.

The prior information about vessel, however, can also be embedded into some model for the region of vessel structure instead of the edges. Based on such consideration, a two-step method, which combines the global geometry and local operator, for vessel extraction is proposed to achieve both robustness and accuracy in this paper. The basic idea is to inference the global geometry information, the approximate vessel centerline, and makes use of it to regularize a local edge detection algorithm. Where the abstract geometry embodied in object acts as important carrier of detailed quantities information of object.

The stochastic geometry model is explored to capture the geometry and topology of vessel tree. Assume the vessel centerline consists of local linear segments with certainly length and orientation, which is called approximate vessel centerline. In the first step, approximate vessel centerline is modeled as marked point process [10]. A Double Area model is proposed to incorporate the geometric and topological knowledge of vessel structure. The connectivity of structure is characterized by distance of extreme point of segments. The orientation consistency of connected segment characters the alignment of vessel structure. The optimization is done via simulated annealing using a Reversible Jump Markov Chain Monte Carlo (RJMCMC) algorithm [11], [12]. We design well balanced
Markov chains to explore the solution space. Moreover, Data-Driven techniques are utilized to compute heuristic information in the cue space [13].

As some abstract geometric descriptor of vessel structure, the approximate centerline contains important shape and location information of vessel tree. Thus, in the second step, the centerline is used as important guide to explore the accurate vessel edges by combination with local gradient information of angiogram. This is implemented by morphological homotopy modification and watershed transform on the original gradient image.

Several contributions have been proposed for vessel extraction with point process under the stochastic geometry framework. A Gaussian intensity model developed by E.Thönnes et al. [14] is adopted and used as the observed data under a Bayesian framework. Vascular image is modeled with random tree models (RTMs). A multi-scale approach based on marked point processes is proposed in [15]. Compared with the existing object-orientated methods, the proposed method in this paper model the shape or geometry rather than the vessel object (region or edge) itself. It takes advantage of the point process in a mediate way for vessel extraction. The approximate centerline explored acts as a hidden variable [16], [17] in the sense of computing for vessel extraction. The robustness is assumed by the geometry model and the accuracy is kept for the local operator used.

This paper is organized as follows: In the next section, the Double Area model is described and used for modeling the approximate vessel centerline. Next, the RJMCMC dynamics is built to simulate the model. In section 3, experiments on simulation of the point process with real clinic x-ray angiogram are reported. Section 4 describes the process of watershed technology used to detect accuracy vessel boundaries with the extracted vessel approximate centerline as marker. Finally, some discussion is presented.

2 Model for Approximate Vessel Centerline Extraction

Among the stochastic methods widespread in image analysis, the marked point process has the advantage of combing information “globally” to identify geometrical shape and is acknowledged more appropriate prior model than discrete Markov random fields [18] to use in object recognition and some other “high-level” vision problem. It is adopted in order to solve image analysis problems using an object-oriented rather than a pixel-oriented approach [19]. In this section, we firstly turn the vessel segmentation into a shape recognition problem and make use of marked point process to model approximate vessel centerline, which contains the shape and topology information of vessel.

The approximate vessel centerline is described as a configuration of line segments set. A segment is given by \( s_i = (p_i, m_i) \), with \( p_i = (x_i, y_i) \in \Lambda \subset \mathbb{R}^2 \), the coordinates of its center. The label of a segment \( m_i = (l_i, \theta_i) \in \Omega_M \) are its length and orientation. \( \Lambda \) is the lattices the image covers. \( \Omega_M \) is the marker space \([l_{\text{min}}, l_{\text{max}}] \times [0, \pi]\). The line segments set \( S = \{ s_i, i = 1, ..., n \in \mathbb{N} \} \) is considered as a realization of a point process on \( \Lambda \times \Omega_M \).
The real vessel centerline is generally characterized by several strong constraints such as structure continuity and consistency of local orientation. These constraints can be considered as interactions between segments of the point process which can either penalize or favor some particular configuration through potentials in the density of process. Two components constitute the probability density of the point process. The first is the interaction model (Double Area model), which is determined by the interaction between segments: attraction, rejection, and the dimension of the segments set. The second term is the data model, which gives the location in the image of the different segment with the centerline.

Within the framework of a Gibbs point process [16], the probability density of the proposed model is:

\[ f(S) \propto \beta^n \exp(-E(S)) = \beta^n \exp - (E_p(S) + E_d(S)) \quad (1) \]

where \( E_p(S) \) is the interaction energy, and \( E_d(S) \) is the data energy. The estimate of the approximate centerline is obtained by minimizing the energy function \( E(S) \):

\[ S^* = \arg \min \{ E_p(S) + E_d(S) - n \log \beta \} \quad (2) \]

The term \(-n \log \beta\) is the energy term corresponding to the Poisson process to which the density of point process with respect, and may be interpreted as a penalty on the total number of segments.

The global minimum of the energy function \( E(S) \) is found by a simulated annealing technique. This algorithm iteratively simulates the law:

\[ f(S,T) = [f(S)]^{\frac{1}{T}} \quad (3) \]

while slowly decreasing the temperature \( T \). When \( T \rightarrow 0 \), the result of the simulations converges in probability to the global minimum.

### 2.1 Double Area Model

The Double Area model is based on the types of segments and two relations of interaction between segments, \( R_a \) (attraction) and \( R_r \) (rejection). The energy of this prior model is:

\[ E_p(S) = \lambda_0 n + \lambda_1 n_f + \lambda_2 n_s + \lambda_a \sum_{s_i < s_j > R_a} g_a(s_i, s_j) + \lambda_r \sum_{s_i < s_j > R_r} g_r(s_i, s_j) \quad (4) \]

In the above prior energy, \( n, n_f \) and \( n_s \) are respectively the number of total segments, free segments and single segments. \( \lambda_0, \lambda_1, \) and \( \lambda_2 \) are the penalty constant for the number of them. \( \lambda_0 \) is \(- \log \beta\) in formula (2). We follow the definition of segment types in [19]; two segments are said to be connected if two of their extremities are closer than a constant \( \epsilon \). This relation defines three types of segments. Free segments are those which are not connected, single ones are those with only one of their endpoints connected to other segments, and double segments have their two endpoints connected.
\[ < s_i, s_j > R_a \] is a pair of interacting segments of attraction, and \[ g_a(s_i, s_j) \] is the potential function with respect to \( R_a \). The attractive interaction, \( R_a \), is defined to favor the connectivity of pairs of segments. A segment \( s \) has two extremities to which another segment can be connected, \( U_s \) and \( V_s \) (see Fig. 1(a)). An attractive region \( W_a \) is defined for each segment. This region is represented by disks centered at two extremities of a segment: \( W_a(s) = C_a(U_s, r_a = l_s/4) \cup C_a(V_s, r_a = l_s/4) \). Fig 1(a) illustrates this definition. Two segments \( s_i = (p_i, m_i) \) and \( s_j = (p_j, m_j) \) have attractive interaction if the attractive region of the two segments intersect, i.e. \( W_a(s_i) \cap W_a(s_j) \neq \emptyset \). The potential function between \( < s_i, s_j > R_a \) is the intersection area of the two region to that of the minimal one:

\[
g_a(s_i, s_j) = \sum_{K1=U_{s_i}, V_{s_i}} \sum_{K2=U_{s_j}, V_{s_j}} \frac{A(C_a(K1) \cap C_a(K2))}{\min(A(C_a(K1)), A(C_a(K2)))}, \tag{5}
\]

where \( A(.) \) denotes the area of (\( . \)). This interaction describes the connectivity of segments and is assigned a negative weight \( \lambda_a \) to favor connectivity of segments.

Fig 1(b) shows the attractive interactions between several segments. Two segments with the minimal energy state (\( g_a = 1 \)) defined by above potential function may take on different orientation relation of them, or different curvature. The real vessel structure will prefer \( < s_1, s_2 > R_a \) to \( < s_1, s_3 > R_a \) (see Fig 1(b)). We define rejective interaction to distinguish the connected segments having different orientation consistency. A rejective region \( W_r(s) \) is defined for each segment: \( W_r(s) = C_r(P_s, r_r = l_s/2) \). Two segments \( s_i = (p_i, m_i) \) and \( s_j = (p_j, m_j) \) have rejective interaction if the rejective region of the two segments intersect, i.e. \( W_r(s_i) \cap W_r(s_j) \neq \emptyset \). The potential function for rejective interaction between \( < s_i, s_j > R_r \) is:

\[
g_r(s_i, s_j) = \frac{A(W_r(s_i) \cap W_r(s_j))}{\min(A(W_r(s_i)), A(W_r(s_j)))}, \tag{6}
\]

with \( A(.) \) being the area of (\( . \)) also. This definition is also applicable to the segments which are not connected. Fig 2(a) shows the rejective region of a segment and (b) shows several examples of reject configuration.

Similar segment process is devised and used to extract line network from remotely sensed image in [20]. Except the slight difference of the property of expected object, a distinct peculiarity of the proposed model in this paper is that no threshold for orientation is used to forbid any unexpected configuration.

### 2.2 The Data Term

To check the fitness of a segment \( s \) to the data, we consider the set of pixels \( Q_s \) covered by \( s \) in the image. Data potential is defined with the vesselness of \( Q_s \) computed by a multiscale vessel enhancement measure, based on the work of [4] on ridge filters. Having extracted the two eigenvalues of the Hessian matrix
Fig. 1. Attractive interaction of segments. (a) A segment $s$ has two extremity $U_s$ and $V_s$, and two disk attractive region centered at $U_s$ and $V_s$. (b) Three segments $s_1, s_2, s_3$ share a common endpoint, and both $g_a(s_1, s_2)$ and $g_a(s_1, s_3)$ have the same attraction potential, while the two point pairs have different consistency of orientation.

Fig. 2. Rejective interaction of segments (a) A segment $s$ has one disk rejective region centered at $P_s$. (b) $g_r(s_1, s_2)$ and $g_r(s_1, s_3)$ have different potential values.

computed at scale $\sigma$, ordered $|\lambda_1| \leq |\lambda_2|$, a vesselness function is defined at each pixel:

$$
\nu(\sigma) = \begin{cases} 
0, & \text{if } \lambda_2 \geq 0 \\
\exp \frac{R_B^2}{2\beta^2} \left(1 - \exp \frac{S^2}{2\sigma^2}\right), & \text{otherwise}
\end{cases} \quad (7)
$$

where $R_B = \frac{|\lambda_1|}{|\lambda_2|}$, and $S = \sqrt{\lambda_1^2 + \lambda_2^2}$. A detailed explanation of each parameter in this measure is in [4]. A vesselness image can be taken with the maximum of the response of the filter across several selected scales. We expect that the pixels in $Q_s$ have big vesselness, thus define the data energy of the point process $S$ as

$$
E_d(S) = \lambda_d \sum_{s \in S} \psi(\nu(Q_s)) \quad (8)
$$

$\nu(Q_s)$ is the mean vesselness of all the pixels in $Q_s$. $\psi(x) = \left(\frac{1-x}{1+x}\right)^k$ is a decreasing function. This function casts a range (depending on $k$) of vesselness into energy near zero.

2.3 Optimization by Data-Driven MCMC

A solution for the point process is represented by a point set

$$
S = (N, \{(x_i, y_i), l_i, \Theta_i\}; i = 1, 2...N) \quad (9)
$$
where the number of point $N$ is unknown and the solution space is a union of many subspaces $\Omega_N$ of varying dimensions:

$$\Omega = \bigcup_{N=0}^{\infty} \Omega_N, \Omega_N = \wedge \times \Omega_M,$$

(10)

where $\Omega_N$ is the subspace with exactly $N$ point. It is further decomposed into location and marker space.

**Designing Ergodic Markov Chain Dynamics.** The search algorithm should make the markov chain can visit any state in the solution in finite time steps. It requires both jump dynamics which move between subspace of varying dimensions and diffusion dynamics which move within a subspace of a fixed dimension. That the Markov chain have $f(S)$ as its invariant probability at equilibrium is assured by detailed balance at every move and the reversibility of each move.

We use the Reversible Jump Markov Chain Monte Carlo (RJMC) algorithm with a Metropolis-Hasting-Green dynamics 11,12 to simulate the process distribution $f(S, T)$ specified by the density $[f(S)]^\frac{1}{\tau}$. At any state of the Markov chain, a propose kernel is proposed and the transition is accepted with a probability given by the Green’s ratio. This accepted rate is computed so that the detailed balance condition is verified, condition under which this algorithm converge to $f(S, T)$.

We adopt three types of dynamics in the evolution of Markov chain, which are used randomly with probabilities $q_b, q_d, q_m$ respectively.

**Dynamics 1: Birth of a point.** It is a process of jump between spaces of different size. Suppose at a certain time step, we propose to birth a point, thus move the Markov chain from current state $S$ to $S \cup \{s'\}$. By the classic Metropolis-Hastings method 21, we need two proposal probabilities $p(S \rightarrow S \cup \{s'\})$ for the move and $p(S \cup \{s'\} \rightarrow S)$ for moving back. Then the proposal move is then accepted with probability

$$\alpha(S \rightarrow S \cup \{s'\}) = \min(1, \frac{p(S \cup \{s'\} \rightarrow S)f^\frac{1}{\tau}(S \cup \{s'\})}{p(S \rightarrow S \cup \{s'\})f^\frac{1}{\tau}(S)}).$$

(11)

**Dynamics 2: Death of a point.** It is the reversible jump of Dynamics 1. In this case of death of a segment $s'$, the probability to accept is

$$\alpha(S \rightarrow S \setminus s') = \min(1, \frac{p(S \setminus s' \rightarrow S)f^\frac{1}{\tau}(S \setminus s')}{p(S \rightarrow S \setminus s')f^\frac{1}{\tau}(S)}).$$

(12)

**Dynamics 3: Diffusion of the length and orientation of a point.** It is the modification of a randomly chosen object according to a symmetrical transformation. The transformation can be stretching of length or changing the orientation of the considered segment:

$$S \rightarrow (S \setminus s(p_s, l_s, \theta_s)) \cup \{s'(p_s, (l_s + d_l)[l_{min}, l_{max}], \theta_s + d_\theta[0, \pi])\},$$

(13)
where $[\cdot]$ denotes the module function. $d_{(\cdot)}$ is a small step of $(\cdot)$. The acceptance probability for this dynamic is

$$
\alpha(S \to (S \setminus s) \cup \{s'\}) = \min(1, \frac{f^+(\{(S \setminus s) \cup \{s'\}\})}{f^+(S)}) .
$$  (14)

**Computing Important Proposal Probabilities in Cue Space.** The effectiveness of MCMC depends critically on the design of the proposal probability. The important proposal probability can be computed using Data-Driven methods \[13\]. We use the computation of vesselness, presented in section 2.2 for data term, to define a birth kernel.

To compute $p(S \to S \cup \{s'\}$ in formula (11), the route first chooses a birth move with probability $q_b$, then chooses a point $p_i$ from the pixel domain $\Lambda$; this probability is denoted by $q(p_i)$. Given $p_i$, it chooses a length $l_i$ and an orientation $\theta_i$ with probabilities $q(l_i|p_i)$ and $q(\theta_i|p_i)$ respectively. Thus,

$$
p(S \to S \cup \{s'\}) = q_b q(p_i) q(l_i|p_i) q(\theta_i|p_i) .
$$  (15)

$q(p_i)$ is often decided by the goodness of fit on a point. A point with good fit has a higher chance to birth. From the vesselness computed in section 2.2 of each point, we can define an inhomogeneous birth kernel for the midpoint coordinate of a segment

$$
q(p_i) = \frac{\nu(p_i)}{\sum_{p_j \in \Lambda} \nu(p_j)} ,
$$  (16)

where $\nu(p_i)$ is the vesselness of point $p_i$. Similarly, we can also define an inhomogeneous kernel for the orientation given the segment midpoint. It is computed by the mean vesselness of a segment under all the possible orientation with a fixed length. Lastly, $q(l_i|p_i)$ is the uniform distribution in the length space.

The proposal probability for a death move is

$$
p(S \cup \{s'\} \to S) = q_d \frac{1}{n(S) + 1} ,
$$  (17)

where $n(S)$ is the number of segments in $S$. It means choosing a point in the current configuration randomly under uniform distribution for a death move.

## 3 Experiments on Simulation of the Point Process

The proposed method is implemented on the clinical coronary and some of the results are reported in this section. Fig 3(a) is a part of original angiogram. The minimal and maximal diameter of vessel tree is about 5 and 17 pixels respectively. We use three scale, $\sigma$ being 2, 4, 8, respectively, to compute the vesselness image by formula (7). Fig 3(b) shows the result of this vesselness filter. The normalized vesselness image is treated as a distribution for the proposal probability for birth a segment, which is expressed by formula (16). The proposal probability of the orientation given a point also is computed from the vesselness image. Fig 3(c)
is the result of simulation of the point process. The interaction parameters were fixed to \( \lambda_0 = 1, \lambda_1 = 0.7, \lambda_2 = 0.4, \lambda_a = 1.75, \lambda_r = 5.5, \lambda_d = 0.9 \).

Other results are shown in Fig. 4. (a) and (d) are the original angiogram; (b) and (e) are the extracted approximate centerline by the point process; (c) and (f) are the results of segmentation by watershed, which will be presented in next section. It can be seen that some small branching of vessel is missed by the point process in (e). It shows that there is need for more consideration for the parameter to balance the prior and data term.

4 Extraction of Coronary Artery Edge with Marker Watershed

The centerline extracted above provides important clues of form as well as locations of vessel and many local operators can be used to detect the accurate vessel boundary based on it. Though the gray intensity of background varies on the angiogram, there exists gray level different between the vessel and the background everywhere. The implementation of morphological watershed transform on gradient image of original angiogram can extract the watershed lines (vessel boundary) which separate the homogeneous gray region \( \text{[22]} \). Oversegmentation is prevented by only using the regional minima defined by the centerline.

The edge extraction process is implemented on each branching of centerline respectively. Fig. 5(a) is a branching of centerline, which acts as the vessel marker. Then dilating of it produces the marker of background. See the blank region in Fig. 5(b). Then obtained marker of vessel and background is lastly used to modify gradient image of original angiogram, and the edge of vessel is achieved by watershed on the modified gradient image. Fig. 5(c) is the morphological gradient image of part region in original image of Fig. 5(a). Fig. 5(d) is the gradient image with the region of vessel marker and background marker being zero. The suppression of the minima not related to the markers is achieves by applying geodesic reconstruction techniques \( \text{[23]} \), \( \text{[24]} \). Fig. 5(e) shows the modified gradient image with such operator. Taking watershed operator on Fig. 5(e) get the edge of vessel shown in Fig. 5(f). Union of the result of each branching produces the last vessel segmentation result shown in Fig. 5(d) imposed on original angiogram. The results of the other two angiogram are shown in Fig. 4(c) and (f).

![Fig. 3. Approximate centerline extraction. (a) Original angiogram. (b) Vesselsness image. (c) Approximate centerline. (d) Edges imposed on original image.](image-url)
Fig. 4. (a),(d) Original angiogram. (b),(e) Extracted approximate centerline. (c),(f) Segmentation result.

Fig. 5. (a) Centerline as vessel marker. (b) Dilation of (a) as background marker. (c) Gradient image of Fig 1(a). (d) Gradient image with vessel and background marker region being zero. (e) Gradient image with local minimum modified. (f) Extracted vessel edge by watershed.
5 Discussion

In this paper, we show a method to obtain the important information of the shape and the location of the coronary artery tree by the marked point process. The accurate edge is obtained with local operator guided by the shape and location information.

The properties of the proposed prior model need to be more deeply investigated. Relevant moves require to be defined to accelerate the convergence of the Markov chain. We use a simple measure for the data likelihood in this paper. However, many existed methods for vessel extraction may be used to compute important probabilities and data energy term. When the vessel structure takes on vessel very complex curvature relation, the ability of the proposed point process will be restricted by the length space of the segment. A possible method solving this problem is to generalize the segment process into the pure curve process, which is nearer to the real vessel structure than line segment.
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Abstract. Surface reconstruction from implicit data of sub-randomly distributed 3D points is the key work of extracting explicit information from LiDAR data. This paper proposes an approach of extended snake theory to surface reconstruction from LiDAR data. The proposed algorithm approximates a surface with connected planar patches. Growing from an initial seed point, a surface is reconstructed by attaching new adjacent planar patches based on the concept of minimizing the deformable energy. A least-squares solution is sought to keep a local balance of the internal and external forces, which are inertial forces maintaining the flatness of a surface and pulls of observed LiDAR points bending the growing surface toward observations. Experiments with some test data acquired with a ground-based LiDAR demonstrate the feasibility of the proposed algorithm. The effects of parameter settings on the delivered results are also investigated.
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1 Introduction

Light detection and ranging (LiDAR) systems are active sensors capable of collecting accurate 3D coordinates of scanned points densely and sub-randomly distributed on scanned object surfaces [1, 2]. The observed data are commonly called point clouds. A set of point cloud data implies abundant implicit spatial information which can be turned into explicit through some methods of data processing or segmentation. Developing a computerized algorithm to explore valuable spatial information from LiDAR data becomes an active research topic, for example extracting object features or surfaces from ground-based LiDAR and extracting digital elevation model, buildings, and trees from airborne LiDAR data.

It has long been recognized that extracting features from implicit data is the first step of deriving explicit information from data. Due to the property of LiDAR scanning, 3D surfaces are prominent features in point clouds. Surface reconstruction is, therefore, the essential processing of LiDAR data. The first goal of surface reconstruction should be reached is segmentation of point clouds into clusters that are distributed on a continuous surface. A point cluster then is able to form a TIN (Triangulated Irregular...
Network) structure to represent an extracted surface. This result keeps the fidelity of the original observations. However, unwanted surface roughness caused by observation noises will be kept as well. The second goal of surface reconstruction is mathematic modelling of the reconstructed surface. In contrast to keeping fidelity, this result is a smoothed version of the observed surface.

This paper develops an algorithm for surface reconstruction from LiDAR data based on the proposed theory of extended snake, which is an extension of the snake theory commonly applied for extracting curves from digital images [3, 4]. This algorithm approximates a surface with connected planar patches. Growing from an initial seed patch, a surface is reconstructed by attaching new adjacent planar patches based on the concept of minimizing the deformable energy. A program of least-squares computation is implemented to keep a local balance of the internal and external forces, which are inertial forces maintaining the flatness of a surface and pulls of observed LiDAR points bending the growing surface toward observations.

2 Surface Reconstruction from LiDAR Data

Featured of point distribution on scanned object surfaces, LiDAR data provide 3D information of sensed objects. For many applications, it is required to construct a digital model for an explicit representation of the acquired objects. A modeling procedure is frequently composed of a serious of data processing. For example, to extract building models from LiDAR data involves data structuralization, segmentation, feature extraction, surface reconstruction and modeling etc. The principle of each data processing step is to organize the sub-randomly distributed points into higher level geometric primitives. Furthermore, a complete surface model could be constructed by extracted primitives.

The task of surface reconstruction refers to forming a suitable surface model representing a group of points which are sub-randomly distributed on a smooth surface. Two major works are involved in surface reconstruction: segmentation/organization of point clouds and representation of surface model. A segmentation algorithm of point clouds is usually based on a TIN or regular grid structure to organize huge number of points in point clouds, and furthermore to group points into clusters based on properties of point distribution. Different segmentation approaches have been proposed, including region growing, clustering analysis, tensor voting, split-and-merge based on an octree structure, etc [5-9]. To obtain an explicit representation of surface model, segmented point data sets are used to form geometric models of surfaces, such as a TIN structure of a surface model or a mathematical description of connected planar or curve patches [6, 7, 10-12]. Similar research works have been done in the field of computer vision. Adaptive or deformable models have raised much interests and show potential for shape reconstruction, especially for the reconstruction of 3D objects [4, 13, 14].

Following the idea of snake theory, i.e. the concept of minimizing the deformable energy, this paper develops an extended snake theory for surface reconstruction. In the proposed algorithm, a locally continuous surface is approximated as connected planar patches. Growing from an initial seed patch, a smooth surface is reconstructed by attaching new adjacent planar patches, which are determined by the theory of extended
snake theory. During the surface reconstruction, the algorithm continuously keeps a local balance of the internal and external forces. The internal forces are inertial forces maintaining the flatness of a surface. The external forces are pulls of observed LiDAR points bending the growing surface toward observations. Figure 1 depicts the concept of the surface reconstruction.

![Fig. 1. The concept of surface reconstruction with extended snake theory](image)

For the implementation, observed LiDAR point data are partitioned into point sets in the cells of a 3D grid structure, as shown in Figure 2. A surface patch is formed within a cell containing LiDAR points, so that the grid size determines the patch size. In practice, the grid size should be pre-defined based on the distribution density of points. The rule of thumb is setting the grid size to about 5 times of average point interval on a scanned object surface.

![Fig. 2. A 3D grid structure](image)

The seed patch is initiated by specifying a seed point. The grid cell contains the seed point becomes the seed cell and can be located easily by checking the coordinates of the seed point. The seed patch is then determined by the points contained in the seed cell and its neighbouring cells. It means that each surface patch is determined based on the LiDAR points contained in 27 (3*3*3) neighbouring cells. The seed patch is calculated by the least-squares fit of an unknown plane to the points in the 27 cells. The
calculation actually is the same as the least-squares computation described in the next section, but there are no internal forces involved in the calculation of the seed patch.

From the seed patch, the algorithm searches possible extensions of connected patches in the neighbouring cells. If a neighbouring cell contains more than 3 LiDAR points, a new patch is determined as a candidate of connected patches through the least-squares solution described in the next section. The new patch is labelled as a connected patch, if its normal vector does not diverge too much from the normal vector of the seed patch. Otherwise, this cell will be marked as a boundary cell of the reconstructed surface. In the computation, the angle deviation is interpreted as a total energy value. The threshold of the total energy value can be a user-defined number, which indirectly determines the boundary of the reconstructed surface.

Once an extending surface patch has been found, it becomes the new seed patch to find new extensions of surface patches, until all the adjacent cells are labelled as boundary cells or connected patches.

3 Proposed Algorithm

3.1 Snake Theory

A Snake or active contour model is an energy-minimizing spline guided by external constrained forces and image forces to represent 2D image features such as lines or edges [3]. More generally, it is an example of matching a deformable model to an image by means of minimizing energy. If the deformable model on an image is represented by a vector function \( v(s) \), then the deformable energy is defined as:

\[
E_{\text{snake}}(v) = E_{\text{int}}(v) + E_{\text{ext}}(v) = \int_a^b (\alpha(s)|v_s(s)|^2 + \beta(s)|v_{ss}(s)|^2)ds + \int_a^b \gamma(s)P(v(s))ds
\]  

(1)

where \( \alpha(s), \beta(s), \) and \( \gamma(s) \) are the weight functions with respect to the vector functions. The internal energy of spline \( E_{\text{int}} \) is composed of the first and second-order community constrains, which control the smoothness and bending of the snake respectively. The external energy \( E_{\text{ext}} \) is determined by external forces \( P(v) \) derived from the extracted image features or user-defined constrains, which makes the snake trend to the image features[3, 4].

In practice, the established deformable model is solved by matching model with observations. To minimizing the energy defined by Equation (1), the necessary condition is given by the Euler-Lagrange equations. Representing Equation (1) by \( F(s, v, v_s, v_{ss}) \), the condition can be written as:

\[
F_v - \frac{\partial}{\partial s} F_{v_s} + \frac{\partial^2}{\partial s^2} F_{v_{ss}} = 0
\]

(2)

Therefore, the solution of Snakes is derived by solving the partial differential equations of Eq. (2).
3.2 Extended Snake Theory

Snake theory was originally developed for extracting linear features from a 2D image. It soon has been extended and applied for 3D surface reconstructions [4, 14, 15]. Specialized in handling LiDAR data, this paper proposes a scheme of extended Snake theory for 3D surface reconstruction from LiDAR data.

Based on the concept of minimizing the deformable energy, a continuous surface is approximated as connected planar patches. A planar patch \( (i) \) is formulated as follows:

\[
S_i : A_i x + B_i y + C_i z + D_i = 0
\]  

(3)

In practice, a 3D surface to be reconstructed is composed of limited number of planar patches, and can be expressed as:

\[
S_{obj} : \{S_1, S_2, S_3, \ldots, S_m\}
\]  

(4)

In order to maintain the smoothness of a reconstructed surface, a constraint on the growing of surface patches is set by checking the differential of local surface. For the implementation, the angle between the normal vectors of two adjacent planar patches is minimized. Let \( S \) be the planar patch to be reconstructed and \( S_i \) be one of its adjacent planar patches have been marked as connected patches. Corresponding to \( S \) and \( S_i \), let \( \vec{n} \) and \( \vec{n}_i \) denote the normal vectors of these two adjacent planar patches and \( \theta_i \) denote the angle between the vectors. Therefore, the cosine of \( \theta_i \) should be close to 1 and is formulated as:

\[
\cos \theta_i = \frac{\vec{n} \cdot \vec{n}_i}{|\vec{n}| |\vec{n}_i|} \Rightarrow 1
\]  

(5)

When \( \vec{n} \) and \( \vec{n}_i \) are always scaled to be unit vectors, the internal force can be expressed as the modulus of (\( \cos \theta_i - 1 \)), and can be formulated as:

\[
f_i = |\vec{n} \cdot (\vec{n} + \Delta \vec{n}_i) - 1| = |A(A + \Delta A_i) + B(B + \Delta B_i) + C(C + \Delta C_i) - 1|
\]  

(6)

where \( \vec{n} = (A, B, C) \) and \( \Delta \vec{n}_i = (\Delta A_i, \Delta B_i, \Delta C_i) \). This internal force will be introduced as a constraint in surface reconstruction.

The internal force maintains the flatness during the reconstruction of a surface. However, the surface should also bend toward observed LiDAR points as if there were pulls of the points. The pulls of LiDAR points represent the external force, and can be modelled as functions of distances from the points to the corresponding planar patch. The distance from a point \( (x_i, y_i, z_i) \) to a planar patch can be expressed as:

\[
d_i = \frac{|Ax_i + By_i + Cz_i + D|}{\sqrt{A^2 + B^2 + C^2}}
\]  

(7)
Because Equation (6) is established under the condition that the normal vector is a unit vector, an additional constraint function should be introduced to the scheme. This function can be expressed as:

$$g = A^2 + B^2 + C^2 - 1 = 0$$  \hspace{1cm} (8)

Because $d_i$ and $g$ are nonlinear functions, the Newton’s method is applied for the iterative least-squares scheme to achieve the minimum energy solution. Therefore, Equations (6), (7) and (8) are rewritten as series of Taylor expansion. They are formulated as follows:

$$v_{f_i} = (f_i)_0 + \left( \frac{\partial f_i}{\partial A} \right)_0 \Delta A + \left( \frac{\partial f_i}{\partial B} \right)_0 \Delta B + \left( \frac{\partial f_i}{\partial C} \right)_0 \Delta C$$ \hspace{1cm} (9)

$$v_{d_i} = (d_i)_0 + \left( \frac{\partial d_i}{\partial A} \right)_0 \Delta A + \left( \frac{\partial d_i}{\partial B} \right)_0 \Delta B + \left( \frac{\partial d_i}{\partial C} \right)_0 \Delta C + \left( \frac{\partial d_i}{\partial D} \right)_0 \Delta D$$ \hspace{1cm} (10)

$$v_g = g_0 + \left( \frac{\partial g}{\partial A} \right)_0 dA + \left( \frac{\partial g}{\partial B} \right)_0 dB + \left( \frac{\partial g}{\partial C} \right)_0 dC + \left( \frac{\partial g}{\partial D} \right)_0 dD$$ \hspace{1cm} (11)

In which, $(..)_0$ represents a function value with given approximations of unknown parameters. Equation (9), (10) and (11) can be combined and expressed as a matrix form:

$$\begin{bmatrix}
v_{f1} \\
v_{f2} \\
\vdots \\
v_{fm}
\end{bmatrix} = \begin{bmatrix}
\left( \frac{\partial f_1}{\partial A} \right)_0 & \left( \frac{\partial f_1}{\partial B} \right)_0 & \left( \frac{\partial f_1}{\partial C} \right)_0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
\left( \frac{\partial f_m}{\partial A} \right)_0 & \left( \frac{\partial f_m}{\partial B} \right)_0 & \left( \frac{\partial f_m}{\partial C} \right)_0 & 0
\end{bmatrix} \begin{bmatrix}
daA \\
dB \\
dC \\
dD
\end{bmatrix} + \begin{bmatrix}
(f_1)_0 \\
(f_2)_0 \\
\vdots \\
(f_m)_0
\end{bmatrix}$$ \hspace{1cm} (12)

In which, $m$ represents the number of adjacent planar patches and $n$ represents the number of corresponding LiDAR points. This matrix form can be symbolized as $V = GX - L$. To adjust the influences of internal and external forces, one can set some weight functions according to the data quality and desired smoothness of surface. The weight functions can be modelled as weight matrices associated with the internal and
external forces. The optimal solution can be achieved by minimizing energy using the least-squares condition as:

$$V^TPV = (V_f^TP_fV_f + V_g^TP_gV_g)V_d^TP_dV_d = w_{int}E_{int} + w_{ext}E_{ext} \Rightarrow \min$$  \hspace{0.5cm} (13)

where $P_f$, $P_g$ and $P_d$ are the related weight matrices. The weight matrices can be simplified to weight numbers associated with the internal and external energy as $w_{int}$ and $w_{ext}$, if all of internal forces and external forces are even. By the theory of least-squares adjustment, the increments of unknown parameters of a growing planar patch can be solved as follows:

$$X = (G^TPG)^{-1}G^TPL$$  \hspace{0.5cm} (14)

Adding the solved increments to the approximations to obtain new approximations for the next iterative computation, the unknown parameters of a growing planar patch are solved iteratively. In the final run of the iteration, the calculated value of $V^TPV$ is representative of the total energy.

4 Experiments

Three data sets, acquired with a ground-based LiDAR of Optech ILRIS 3D, were processed for surface reconstruction by the proposed algorithm. The targets scanned in the data sets are a bell monument, a cylindrical building, and a sculpture. Figures 3(a), 4(a) and 5(a) show the pictures of the targets respectively. Through the process of the
developed program of the proposed algorithm, the point clouds were segmented into clusters representing different surfaces. Each cluster of segmented points is then able to form a surface using a TIN structure. Surfaces modelled by connected planar patches can be constructed as well. Satisfied results could be delivered by given proper seed points and parameter settings based on the data conditions. Figures 3(b), 4(b) and 5(b) show segmented point clusters in colour superimposed on the point clouds in gray. One can see that an object composed of several planes or curves can be segmented into parts
of smooth surfaces quite well. Figure 6 displays a reconstructed surface model of the bell monument, which is shown as a TIN structure formed by the centre points of planar patches. Similarly, Figure 7 demonstrates a reconstructed curve surface of the cylindrical building.

**Fig. 6.** A reconstructed surface model of the bell monument

**Fig. 7.** A reconstructed curve surface of the cylindrical building

Selection of an initial seed point is critical in the interactive process of surface reconstruction. Given an improper seed point may lead to an incomplete reconstruction of a surface. Learned from practice, it is suggested that the seed point should be selected from a group of densely and evenly distributed points on a smooth surface.
portion. The completeness of a reconstructed surface will also be affected by the given threshold of total energy value. On the one hand, a curve surface may not grow extending to its border if the threshold is too small, and on the other, two discrete surfaces may be combined if the threshold is too large. An operator needs to learn some experiences of giving a proper threshold for a given data set. The other factor influencing the delivered results is setting of the weights of internal and external forces, $w_{int}$ and $w_{ext}$. For most cases, given equal weights for the internal and external forces would be satisfied with regular curve surfaces. One may increase the weight of the external force, if a rough surface is to be reconstructed. The following study cases demonstrate the influences of giving different weights and thresholds.

![Fig. 8. Planar surface reconstruction with different thresholds ($w_{int} : w_{ext} = 1:1$): (a) threshold = 1, (b) threshold = 1.5, (c) threshold = 2, and (d) threshold = 3](image)

![Fig. 9. Planar surface reconstruction with different weights (threshold=1): (a) $w_{int} : w_{ext} = 2:8$, (b) $w_{int} : w_{ext} = 1:1$, and (c) $w_{int} : w_{ext} = 8:2$](image)

The first study case is to reconstruct a planar surface of the monument. Under the condition of setting $w_{int} : w_{ext} = 1:1$, the segmentation results with respect to using energy thresholds of 1, 1.5, 2 and 3 are shown in Figure 8, in which segmented points are shown as green dots. All test cases seem to deliver a correct result except the centre.
portion of a slightly indented circle plate. It is hard to judge which one is correct or wrong. One could tune the threshold to fit different requirements of various applications. By setting energy threshold to 1, the segmentation results with respect to using 3 different weight ratios are shown in Figure 9. Similarly, when the weight of external force is much larger than the weight of internal force, the circle plate part will be included. The delivered results make sense to setting those parameters. It would not be difficult for a user to choose a set of proper parameters.

![Fig. 10](image1.png)  
**Fig. 10.** Cylindrical surface reconstruction with different thresholds ($w_{int} : w_{ext} = 1:1$): (a) threshold = 1, (b) threshold = 1.5, (c) threshold = 2, and (d) threshold = 3

![Fig. 11](image2.png)  
**Fig. 11.** Cylindrical surface reconstruction with different weights (threshold=1.5): (a) $w_{int} : w_{ext} = 2:8$, (b) $w_{int} : w_{ext} = 1:1$, and (c) $w_{int} : w_{ext} = 8:2$

The second study case is to reconstruct a cylindrical surface of a cylindrical building. Under the condition of setting $w_{int} : w_{ext} = 1:1$, the segmentation results with respect to using energy thresholds of 1, 1.5, 2 and 3 are shown in Figure 10, in which segmented
points are shown as green dots. The reconstructed surface tends to more complete when we increased the given value of the energy threshold. It suggests a use of large energy threshold for reconstructing a curve surface. By setting energy threshold to 1.5, the segmentation results with respect to using 3 different weight ratios are shown in Figure 11. By observing the results, one can discover that changing the weight ratio would also alter the completeness of reconstructed surface. It means that using a small weight ratio not only tends to reconstruct a rough surface but also helps for obtaining a complete curve surface. However, because the settings of energy threshold and weight ratio are more or less application dependent, some operation experiences are required for a user to obtain a proper result.

Fig. 12. Irregular curve surface reconstruction with different thresholds ($w_{int} : w_{ext} = 1:1$): (a) threshold =1, (b) threshold = 1.5, (c) threshold = 2, and (d) threshold = 3

Fig. 13. Cylindrical surface reconstruction with different weights (threshold=1.5): (a) $w_{int} : w_{ext} = 2:8$, (b) $w_{int} : w_{ext} = 1:1$, and (c) $w_{int} : w_{ext} = 8:2$

The third study case is to reconstruct an irregular curve surface of the scanned sculpture. Using the same parameter settings as the previous case, the delivered results are shown in Figure 12 and 13. In Figure 12, one can see that the reconstructed surface extends across weak boundaries when a larger value of energy threshold is used. It means that the threshold value indirectly determines boundaries of a surface can extend
to. All of the results listed in Figure 12 and 13 make sense under a definition of surface boundary. Again, a proper surface boundary should also be application dependent.

5 Conclusions

A feasible algorithm of surface reconstruction from LiDAR data is proposed and tested. By giving a proper seed point and a threshold of total energy value, scanned surfaces in the scene can be extracted properly. The algorithm can deliver the results of point segmentation as well as mathematic models of extracted surfaces by the definition of surface reconstruction. However, this preliminary version of the algorithm is still sensitive to the given seed point, energy threshold and weight ratio of internal to external forces. Further research work will focus on stabilizing the computation with any given seed point and parameter settings.

The algorithm can also be tuned by improving the surface model. The current surface model is an integration of connected planar patches. Instead of modelling with planar patches, curves of spline patches would form finer surfaces than the use of planar patches.
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