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Understanding Online Communities

● Previous work in studying misinformation and conspiracy groups performed 
mostly on a small scale

● Little work on automating these types of case studies
● Understand the communities through modeling

○ Shared content, behaviors of members (and leaders), social network
● Focus on Reddit, one of the largest online communities

○ Collection of history subreddits across the spectrum
○ Manually categorized as “general”, “conspiracy”, “what-if”, and “debunking”
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Raw text

Community Shared Content

Submission with link Comment with link

Wiki link in comments of r/HistoryWhatIfYouTube post from r/TartariaText post from r/history
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How do users introduce and discuss types of websites?
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Approach

1. Gather URLs from posts and comments
2. Manually categorize URLs by domain

○ Mix of regex and manual investigation
3. Represent each URL sample with features from the post/comment

○ Features: interactions with the post/comment and context (BERT)
4. Train a model on the labelled data to predict domain category

○ Fully connected neural net
5. Explain model’s decisions

○ Goal: gain insights into how types of domains are received/described by users
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Domain Prediction Features

Interactions / behavior

Inclusion of raw metadata fields

Content

BERT representation of post
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Domain Prediction Model

● Fully connected neural net with 3 hidden layers and ReLU activation
○ Layer sizes = {512, 256, 128, 32}

● Adam optimizer with 0.001 learning rate
○ L2 regularization = 0.001
○ BCE loss with balanced class weights

● 100 epochs with batch size 200
● Early stopping with patience of 10 epochs

○ Separate 10% of training set for validation
○ Stopped if validation score does not improve by 0.05 F1



Domain Categories

Research

● Domain categories modified from (Introne et al, 2018) for Reddit



Domain Category Distribution

● Most posts and comments with links 
are from r/history and r/badhistory

● Pseudoknowledge links are not 
common

● Wikipedia and YouTube are commonly 
used across all subreddits

Distribution of shared domain categories
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Results: Supervised

● Variable per-class performance
Domain Category Class Dist Test F1

All 100% 0.6 (0.027)

All (Random) 100% 0.44 (0.0032)

research 59.47% 0.71 (0.04)

other_media 23.94% 0.53 (0.015)

news 6.50% 0.29 (0.017)

personal_blog 4.80% 0.16 (0.025)

shop 3.42% 0.33 (0.035)

pseudoknowledge 1.88% 0.35 (0.054)

Brighter color along confusion matrix diagonal is best (green, yellow)
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Results: Supervised Research vs Pseudoknowledge

● Low Pseudoknowledge F1 is due to very low precision

What indicators of pseudoknowledge is the model identifying?

Test (n=100) F1 Precision Recall

Pseudoknowledge  (2.83%) 0.37 (0.076) 0.24 (0.069) 0.82 (0.052)

Research (97.17%) 0.95 (0.02) 0.99 (0.0015) 0.92 (0.036)
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Results: Supervised Research vs Pseudoknowledge

● Grouping of sensational content under pseudoknowledge

“Giants, demons having sex 
with humans, it's all here: 

The Book of Enoch”

“There’s No Scientific Basis 
for Race—It's a Made-Up 

Label”

“Spy Satellites Reveal 
Ancient Lost Empires in 

Afghanistan”

“The Great Pyramid 
Experiment: Measuring the 

Sonic Capabilities of the 
Dead-end Passage”
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Results: Supervised Research vs Pseudoknowledge

● Similar use of PK and research websites

“The official reason cited tends to be that the 
embargo is in place to punish Cuba for human 

rights violations. However, this seems to be pretty 
widely accepted as merely a pretext …. In 2008, a 

PAC on defending the embargo spent over a 
million dollars on elections. Source here .”

“If you read through this you will find a reference 
to the planet experiencing something of 

catastrophic proportions. The content of your post 
and this one document may have clues to what 

actually happened.”
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Why is this task difficult?

● Users can treat and discuss different types of websites the same
○ As a reference, as a dispute, for entertainment, etc.
○ Model can identify patterns in how users discuss citations

● Labels at the domain-level are distant and do not capture the content on the 
specific webpage

○ i.e. news on a primarily entertainment site is still “other media”
● Model has no access to web page content

○ Sometimes has access to article title
● Websites can discuss the same topics across categories

○ “Aliens exist” vs “looking for life on Mars”
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Summary

● Automate the categorization of shared URLs on social media using only the 
context of the link

○ Created a dataset of 19K manually annotated domains (with ~850 regex)
● Difficult task for prediction models, even in the binary setting

○ Multiclass: 0.6 F1
○ Pseudoknowledge vs Research: 0.37 F1 vs 0.95 F1

● Model discovered patterns in the way links are discussed and used
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Future Directions

1. Need for research focusing on automating manual social science analyses

○ Address challenges in scaling from small case studies to larger communities

2. Need for nuanced methods for detecting similar content, and dynamics 
surrounding content, that doesn’t rely on shared links

○ Preliminary results show vast majority of shared links are from reputable sites (not 
pseudoknowledge)

○ Implication is that majority of misinformation arises purely from intra-community chatter and 
speculation
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Thank you for your time. Questions?



Automate Analysis of Shared Information

How People Weave Online Information Into Pseudoknowledge (Introne et al, 2018)

● Manual analysis of outside information in social sciences
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Data Collection

● Curated list of 15 history-related 
subreddits

● One baseline creative writing 
subreddit

● Manually categorized into 
community type

● All subreddit data through June 1, 
2021

Collected with https://github.com/AADeLucia/retriever 

https://github.com/AADeLucia/retriever


Domain Overlap between Subreddits

● Overlap in domains can indicate 
overlap in discussed content

● Some domains are used universally 
and more insight can be gained from 
deeper analysis

○ e.g. Wikipedia



Popular Crossposts per Subreddit

● Conspiracy groups draw from each 
other

● Rate of crossposts can indicate 
greater community overlaps
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Results: Supervised (not OvR)

● Regular multiclass performs worse than One vs Rest

Domain Category Class Dist Test F1

All 100% 0.53 (0.05)

research 61.38% 0.63 (0.076)

other_media 22.71% 0.47 (0.034)

news 6.19% 0.27 (0.022)

personal_blog 4.68% 0.18 (0.019)

shop 3.25% 0.24 (0.051)

pseudoknowledge 1.79% 0.31 (0.049)

Brighter color along confusion matrix diagonal is best (green, yellow)



  25

Results: Supervised w/ Aggregated Posts+Comments

● Large performance drop due to smaller dataset

Domain Category Class Dist Test F1

All 100% 0.1 (0.042) 

research 59.47% 0.12 (0.085)

other_media 23.94% 0.14 (0.1)

news 6.50% 0.06 (0.055)

personal_blog 4.80% 0.044

shop 3.42% 0.013 (0.012)

pseudoknowledge 1.88% 0.08 (0.12)

Brighter color along confusion matrix diagonal is best (green, yellow)
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Results: Supervised Personal blog vs Pseudoknowledge

● Performs much better than PK vs Research despite class imbalance

Domain Category Class Dist Test F1

All 100% 0.81 (0.031)

personal_blog 72.37% 0.86 (0.034)

pseudoknowledge 27.63% 0.68 (0.029)

Brighter color along confusion matrix diagonal is best (green, yellow)


