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ABSTRACT

Availability and accessibility of large-scale annotated medical image datasets play an essential role in robust supervised learning of medical image analysis. Missed labeling of regions of interest is a common issue on existing medical image datasets due to the labor intensive nature of the annotation task which requires high levels of clinical proficiency. In this paper, we present a segmentation based label propagation method to a publicly available dataset on interstitial lung disease [3], to address the missing annotation challenge. Upon validation from an expert radiologist, the amount of available annotated training data is largely increased. Such a dataset expansion can can potentially increase the accuracy of Computer-aided Detection (CAD) systems. The proposed constrained segmentation propagation algorithm combines the cues from the initial annotations, deep convolutional neural networks and a dense fully-connected Conditional Random Field (CRF) that achieves high quantitative accuracy levels.

Index Terms—Segmentation Label Propagation, Dense Conditional Random Field, Convolutional Neural Network, Interstitial Lung Disease, Multi-class Labeling

1. INTRODUCTION

Interstitial lung disease (ILD) is a class of more than 150 chronic lung disorders. Most of them cause progressive scarring of lung tissues and eventually affect breathing. High resolution computed tomography (HRCT), as a non-invasive imaging method with sub-millimeter resolutions, is considered the gold standard imaging protocol in ILD diagnosis. The appearance and quantification of the types of lung tissue patterns in HRCT are very informative for the diagnosis of an ILD. The visual illustration of the most common lung tissue patterns are depicted in Fig. 1. However, interpreting pulmonary HRCT images can still be a challenge for trained chest radiologists and lung specialists. The diagnosis may result in errors by omission or confusion of diverse pathological lung tissue types. In order to improve the accuracy and efficiency of diagnosis, computer-aided detection (CAD) systems are actively studied for the quantitative identification of ILD patterns. Most of the previous work assign a single label to an image patch (usually of size 32 × 32 ) extracted from manually drawn Regions of Interests (ROI) from lung CT slices [2, 3, 9, 10]. Recently, a holistic image classification method is presented to address this problem from a more clinically practical setting [4]. Studies generally assume that there is only one label for every image patch or image slice even multiple ILD can commonly appear in a single CT slice.

Supervised learning, the most common technique for integrating domain knowledge, usually needs the manual annotation from expensive medical experts to assign a label to every pixel. This hinders the learning scalability both in the amount of training data and in the number of classes. On the other hand, we have witnessed the success of many applications in computer vision and medical imaging analysis when a large-scale well annotated dataset is available [7]. The publicly available and widely used ILD dataset [3] is arguably the most comprehensive ILD datasets to-date. As shown in Fig. 1, we find that only less than 15% of the lung region in the pixel coverage measure is labeled, which significantly restricts the number of available training image pixels, patches or data. Assigning semantic labels to each pixel of a CT image is tedious, time consuming and error-prone, or simply is not affordable and feasible for a large amount of patients.

Therefore automated image annotation or labeling methods are needed to assist doctors during the labeling process. In an ideal framework, computerized algorithms would complete most of the tedious tasks, and doctors would merely validate and fine-tune the results, if necessary. In this paper, we propose a segmentation propagation algorithm that combines the cues from the initial or partial manual annotations, deep convolutional neural networks (CNN) based single pixel classification and formulate into a constrained dense fully-connected Conditional Random Field (CRF) framework. Our main technical novelties are the constrained unary (manually labeled pixels are hard-enforced with their original ILD image labels; pixels outside of lung are considered as hard-encoded background; unlabeled lung pixels are the key subjects to be assigned ILD labels using our method) and pairwise terms (message passing is only allowed for any pair of lung image pixels) and their efficient implementation in [6]. The proposed method is applicable to other problem-
s as a generic semi-supervised image segmentation solution. This work is partially inspired by interactive graph-cut image segmentation [1] and automatic population of pixelwise object-background segmentation from manual annotations on ImageNet database [5].

Specifically, we explore the possible ways to propagate the ILD labels from the limited manually drawn regions to the whole lung slice as a per-pixel multi-class image segmentation and labeling. The fully-connected conditional random field builds the pairwise potentials densely on all pairs of pixels in the image. The CRF optimization is conducted as message passing that can naturally handle multi-class labeling. The CRF unary energies are learned from CNN based image patch labeling. Ground truth labels by radiologists are also integrated into the CRF as hard constraints. The proposed algorithm is evaluated on a publicly available dataset [3] and the segmentation/labeling results are validation by an expert radiologist.

2. METHOD

In this work, we formulate the segmentation problem as a maximum a posteriori (MAP) inference in a CRF defined over pixels. To take into account of long-range image interactions, an efficient fully-connected CRF method is adapted [6].

The CRF representation captures the conditional distribution of the class labeling $X$ given an image $I$. Consider a random field $X$ defined over a set of variables $\{X_1, \ldots, X_N\}$, with $X_i \in X$ being associated with every pixel $i \in V$ and taking a value from the label set $L = \{l_1, \ldots, l_K\}$ of label categories. The labeling of $X$ from images is obtained with a maximum a posterior (MAP) estimation of the following conditional log-likelihood:

$$E(x) = \sum_i \psi_u(x_i) + \sum_{i<j} \psi_p(x_i, x_j),$$

where $i$ and $j$ range from 1 to $N$. $\psi_u(x_i)$, the unary potential, is computed independently by the convolutional neural network classifier for each pixel/patch [4]. The pairwise potentials in our model have the form

$$\psi_p(x_i, x_j) = u(x_i, x_j) \sum_{m=1}^{K} k(f_i, f_j)$$

$$= u(x_i, x_j) \sum_{m=1}^{K} \omega^{(m)} k^{(m)}(f_i, f_j).$$

Each $k^{(m)}$ is a Gaussian kernel

$$k^{(m)}(f_i, f_j) = \exp\left(-\frac{1}{2}(f_i - f_j)^T A^{(m)}(f_i - f_j)\right),$$

where the vectors $f_i$ and $f_j$ are feature vectors for pixels $i$ and $j$ in an arbitrary feature space; $u$ is a label compatibility function; and $\omega^{(m)}$ are linear combination weights.

In our implementation, we use two-kernel potentials, defined in terms of the CT attenuation vectors $I_i$ and $I_j$ (introduced in [4]) and positions $p_i$ and $p_j$:

$$k^{(f)}(f_i, f_j) = \omega^{(1)} \exp\left(-\frac{|p_i - p_j|^2}{2\theta_a^2} - \frac{|I_i - I_j|^2}{2\theta_\beta^2}\right)$$

$$+ \omega^{(2)} \exp\left(-\frac{|p_i - p_j|^2}{2\theta_\gamma^2}\right).$$

The first term presents the appearance kernel, which represents the affinities of nearby pixels with similar CT attenuation patterns. The second term presents the smoothness kernel, which removes small isolated regions. The parameters $\theta_a$, $\theta_\beta$ and $\theta_\gamma$ are used to control the degree of nearness and similarity. The inference of fully-connected conditional random field is efficiently approximated by an iterative message passing algorithm. Each iteration performs a message passing, a compatibility transform and a local update. The message passing can be performed using Gaussian filtering in feature space. The complexity of the algorithm reduces from quadratic to linear in the number of variables $N$ and sublinear in the number of edges in the model.

Unary classifier using Convolutional Neural Network: At present, there is a vast amount of relevant work on computerized ILD pattern classification. The Majority focuses on image patch based classification using handcrafted [2, 9, 10] or CNN learned features [4]. We use the CNN based CRF unary classifier because of its state-of-the-art performance: classification accuracy of 87.9% reported in [4]. To facilitate comparison, five common ILD patterns are studied in this work: healthy, emphysema, ground glass, fibrosis and micronodules (Fig. 3). Image patches of size $32 \times 32$ pixels within the
ROI annotations of these five classes, are extracted to train a deep CNN classifier. The well known CNN AlexNet model [7] trained on ImageNet is used to fine-tune on our image patch dataset. 32 × 32 pixel images patches are rescaled to 224 × 224 and three channels of different HU windows [4] are generated to accommodate the CNN model.

**Hard Constraints:** The image labels given by radiologists from the dataset [3] are considered as ground truth and ought to be strictly enforced. During each CRF message passing iteration, the hard constrained image regions are hard-reset to be consistent with their ground truth labels. In such cases, there is only message passing out of the hard constrained regions towards unlabeled lung image pixels. On the other hand, we assume that the ILD label map should only be inferred within the lung field. The lung field CRF ILD labeling is conditionally independent of image pixel patterns outside the lung mask. In implementation of equation 4, the parameters $\theta_x$, $\theta_y$ and $\theta_z$ are set to be a small constant (0.001) for any pixel pairs linking lung and non-lung spatial indexes ($p_i$, $p_j$) so the associated $k(f_i, f_j)$ has a numerically vanishing value, which is equivalent to no message passing.

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>Prediction</th>
<th>NM</th>
<th>EM</th>
<th>GG</th>
<th>FB</th>
<th>MN</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>0.9792</td>
<td>0.0067</td>
<td>0.0029</td>
<td>0.0020</td>
<td>0.0092</td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>0.2147</td>
<td><strong>0.7389</strong></td>
<td>0</td>
<td>0.0170</td>
<td>0.0294</td>
<td></td>
</tr>
<tr>
<td>GG</td>
<td>0</td>
<td>0</td>
<td><strong>1.0000</strong></td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>FB</td>
<td>0.0414</td>
<td>0.0271</td>
<td>0.0118</td>
<td><strong>0.8046</strong></td>
<td>0.1151</td>
<td></td>
</tr>
<tr>
<td>MN</td>
<td>0.0007</td>
<td>0.0013</td>
<td>0.0174</td>
<td>0.0058</td>
<td><strong>0.9748</strong></td>
<td></td>
</tr>
<tr>
<td>precision</td>
<td>0.9500</td>
<td>0.9320</td>
<td>0.8175</td>
<td>0.8046</td>
<td>0.9748</td>
<td></td>
</tr>
<tr>
<td>recall</td>
<td>0.9792</td>
<td>0.7389</td>
<td>1</td>
<td>0.8046</td>
<td>0.9748</td>
<td></td>
</tr>
<tr>
<td>F-score</td>
<td>0.9644</td>
<td>0.8243</td>
<td>0.8996</td>
<td>0.8523</td>
<td>0.9707</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Confusion matrix, precision, recall and F-score of ILD pattern labeling.

### 3. EXPERIMENTS & CONCLUSION

The publicly available ILD dataset [3] is used for training and validation under two-fold cross validation. ROIs of total 17 different lung patterns and lung masks are also provided along with the dataset. Fig. 4 shows the annotation provided by the dataset, the labeling obtained from our algorithm and the ground truth validated by radiologists. In our implementation, we use the lung mask provided from the dataset. Please note that trachea is included in the lung mask provided from the dataset. This misleads our algorithm to give a prediction in the trachea region. A recent rough lung segmentation method [8] can be used to automate this process.

Quantitative evaluation is given in Table 1 with the total accuracy reaching 92.8%. More importantly, the amount of auto-annotated pixels is 7.8 times greater than the amount of provided annotation [3]. Thus the labeled training dataset [3] is significantly enlarged via segmentation label propagation. This data expansion is a critical contribution of this paper. The CRF solver is implemented in C++. The CNN classification is implemented in Matlab using MatConvNet package [11], and is run on a PC with 3.1GHz CPU, 32 GB memory and a Nvidia Tesla K40 GPU. The most time consuming part is the unary classification of densely sampled image patches. To speed up testing, a relatively coarse prediction map of image patches is sufficient. This map can be bilinearly interpolated and later refined by the CRF pairwise constraints. In our implementation, we predict the labels of
image patches at a spatial interval of 10 pixels. Parameters $\theta_\alpha$, $\theta_\beta$ and $\theta_\gamma$ are set to be 80, 13, and 3 through a small calibration dataset within training. We set $\omega^{(1)} = \omega^{(2)} = 1$, which is found to work well in practice.

In this paper, we present segmentation label propagation method that efficiently populates the labels from the annotated regions to the whole CT image slices. High segmentation/labeling accuracy are achieved. The amount of labeled training data in [3] is significantly expanded and will be publicly shared upon publication 1.
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Fig. 4. First Row: Annotated region of interest provided by the original dataset [3] where missing regions of interest are evident. Second Row: Results produced from our algorithm. Third Row: Ground truth labeled by experienced radiologists.