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Abstract

This paper proposes a bidirctiona
hierarchicd  clustering agorithm  for
simultaneously clustering words of different
parts of speech based on collocaions. The
algorithm is compaosed of cycles of two
kinds of aternate dustering processs. We
construct an objective function besed on
Minimum Description Length. To partly
solve the problem caused by sparse data two
concepts of collocaional degree ad
revisional distance ae presented.

1 Introduction

Receantly reseach onthe cmpositional
frames (classfication and collocaiona
relationship of words) for Chinese words has
been described in J et a. (1999[1], Ji

(1997[2]. The objedive of their work is to
obtain the dusters of words of different parts
of speetr and to derive the collocational
relationship between dfferent clusters from
the collocational relationship between words
of different categories.

There ae two ways to construct the
clusters: One is to et clusters from
thesaurus classfied manually by linguists.
But the fact is that words with the same
meanings do nd aways have the same
ability of collocating with ather words. The
methodisn’t fit for the NLP problems under
our consideration. Another way is to get
clusters automaticdly by computing on the
distribution environments of words based on
statisticd  method. The  distribution
environment of aword is the set of words of
other parts of speed that can be wllocaed
with it. We employ the second methodin ou
work.

Previous research uwsually gets the
clusters of words of a certain part of speec
based ontheir distribution environments. But
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we acept the asumption that the dustering
proceses of words of different parts of
speed are inherently related. For example,
having collocaions between Chinese
adjedives and nours and if we take on nours
as entities and adjectives as fedures of
nours distribution environments, we can
obtain clusters of nours and vice versa. The
key of the relationship o the two clustering
proceses is that they use the same
collocaions. Therefore we @nsider the
question d clustering the nours and
adjedives smultaneously. Li’s work shows
that they optimize the dustering results
based onthis viewpoint (Li et a., 1997[3].
But they don't explain hav to get initia
clusters and their scde of problem is too
small.

In this paper, we propose an algorithm
named bidiredional hierarchicd clustering to
attempt answering the question.

2 Concepts
2.1 Problem Description

Our problem can be described as foll ows:
given the set of adjectives A, the set of nours
N and the ollocation instances, our system

will construct a partition B, over N and a

partition P, over A that respedively contain

sets of nours and sets of adjedives. And
both partitions med the condtion that words
in the same set (called cluster) have similar
semantic distribution environment.

2.2 Partitions and Clusters

Let She aset, S 0 S(i=12,,n). If
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In this paper, we cdl A OP, an

“adjedive duster” and N, 0P, a “noun

cluster”. And we want to oltain the
composition d partitions < P,,P,> as the

clustering result.

2.3 Distancebetween Clusters

In order to measure the distance between
clusters of the same part of speed), we use
the foll owing equations:
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where ®&. is the distribution

environment of A andis make up d nours
which can be ollocated with A . W, isthe

distribution environment of N, and is

composed o adjectives which can be
collocaed with N,. &, and¥; follow

similar definitions. This distanceis akind o
Euclidean dstance.



2.4 Collocational Degree

Since redunchnt collocaions might be
created duing clustering, the @ncept
“coll ocational degree” is used to measure the
collocational relationship between a duster
and its distribution environment. The
coll ocational degreeis defined as the ratio of
the eisting collocaion instances between
the duster and its distribution environment
to al posdble ollocaions generated by

them. Thus,
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where Cisthe set of all existing instances.

2.5 Redundant Ratio

After we get the coll ocational degree of
a duster, redundant ratio (marked as r) is
cdculated to measure the whaole performance
of the dustering result. We define the
redundant ratio as 1 minus the ratio o all
existing instances to al possble colloca
tions generated by al clusters (including
nours and adjedives) and their distribution
environments. Sor is cadculated as
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3 A Bidiredgional Hierarchical

Clustering Algorithm

Usuadly a hierarchica  clustering

algorithm [7] constructs a dustering “tree”
by combining small clusters into large ones
or dividing large dusters into small ones.
The bidiredional hierarchicd clustering
algorithm proposed by us is composed of
two kinds of alternate dustering processs.
The dgorithm flow is described as

foll ows:

1) Initialy, regard every noun and
adjedive each as a duster. Calculate
the distances between clusters of the
same part of speed.

2) Suppase withou loss of generality
that we dhoose to cluster nours first.

Seled two nounclusters N; & N,

of the minimum distance ad

integrate them into anew one N..

3) Calculate the collocational degree of
the new cluster. Adjust the sequence
numbers of the origina clusters and
the relational information o adjedive
clusters.

4) Calculate the distances between the
new cluster and aher clusters.

5) Repea from step 2) to 4) until the
satisfadion d certain condtion. For
example, the number of the dusters
has deaeased to certain amourt.?

6) Smilarly, we can follow the same
steps from 2) to 5 for constructing
adjedive dusters, completing one
cycle of clustering processes of nours
and adjedives.

7) Repeda from step 2) to 6) until the

2 In this paper, we set the proportionis 20%.



objedive function® reades the
minimum value.

One avantage of this algorithm is that:
when two clusters of nours have similar
distribution environments, they might be
clasdfied into ore duster. This information
can be delivered to the dusters of adjedives
that respedively collocae with them by the
clustering process of nours. Thus these
clusters of adjectives have great possbility
to be combined into ore duster, while the
ordinary hierarchicd clustering algorithm
can nd doit.

4 An Objedive Function Based on
MDL

The objedive function is designed to
control the processes of clustering words
based on the Minimum Description Length
(MDL) principle. According to MDL, the
best probability model for a given set of data
is amodel that uses the shortest code length
for encoding the model itself and the given
data relative to it [4] [5]. We regard the
clusters as the mode for the mllocations of
adjedives and nours. The objedive function
is defined as the sum of the ade length for
the model (“model description length”) and
that for the data (“data description length”).
When the dustering result minimises the
objedive function, the bidirectiona
proceses doud be stopped and the result is
the best probable one. The objective function
based on MDL trade-offs between the
simplicity of a model and its accuracy in
fitting to the data, which are respedively
guantified by the model description length
and the data description length.

3 Described later in sedion 4.

The following are the formulas to
cdculate the objedive function L:

L = Lmod + Ldat (6)

L, IS the model description length

cdculated as

Lmod

=3 iog, 2= 3 Flog, 41 (0)
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Where k, and k, respedively denate

the number of clusters of adjectives and
nours. “+1” means that the dgorithm needs
one hit to indicae whether the coll ocational
relationship between the two clusters exists.

Ly 1S composed of the data description

length of adjedives and that of nours,
namely

Ldat = Ldat (A) + Ldat ( N)

)
And the two types of data description

length are caculated as foll ows
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5 Our Experiment
We take the words and collocaions



gathered in Ni's Thesaurus [6] to test our
algorithm. From Ni's thesaurus, we obtain
2,569 adjedives, 4,536 nours and 37,346
coll ocations between adjectives and nours.
Table 1 shows results of using 5
different revisona distance formulas
discussd in the next sedion. Because the
length of this paper is limited, we only give
some examples (10 clusters for ead part of
speed) of clusters in section 8.We can see
that the redundant ratio obviously decreases
by using the revisiona distance, and the
result that has the lowest redundant ratio
corresponds of the minimum value of the
objedive function. By human evauation,
most clusters contain the words that have
similar meanings  and dstribution
environments. So ou agorithm proves to be
effective for word clustering based on

6 Discussions

6.1 Rivisional Distance

When we @mbine dusters into a new
cluster, their distribution environments will
be combined as well. The mmbination o
clusters and their distribution environments
might very likely generate redundant
collocations that are not listed in the
thesaurus. With the word clustering
processes going on, there might be more and
more redurdant collocaions. They will
obviously affed the @acuracy of the
distances between clusters. When caculating
the distances, the redundant collocations
must be considered. So the question is how
to revise the distance eyuation. Notice that
the collocational degreedefined in the &ove

coll ocaions. measures the collocaional relationship
Table 1: Results of different revisional distances
Revisiona distance K, Ky L r

Not used 4K ool 2 HT gy, 4%

dis = —d_egln dis LKy 14 2, k82 ati, Hi%

dis = dis/d_eg J43 oHh 2, THE 7d, Ta%

dis =dis/ d_eg 3v3 aAfi 2017 A 349%

dis = —dislnd_eg a4h agy 2 HF alk, '
However, the redundant ratio is dill very between a duster and its distribution

large. The main cause is that existing
instances are too sparse, covering only
0.326 of dal possble ollocaions. So
ancther advantage of our agorithm is that
we cal aqjuire many new reasonable
coll ocations not gathered in the thesaurus. If
we ad the new collocations into initia
thesaurus and exeaute the dgorithm on rew
data set, the performance will have great
potential to improve. It is further work that
can be caried ou in the future.

environment. Obviously under the same
distance, clusters having higher coll ocational
degree have more higher similarity between
eath aher (because they have more actua
collocaions) than those having lower
collocational degree So the collocationa
degree can be used to revise the distance
equations.

There ae two problems that shoud be
considered when we design the revisiona
distance ejuations. Thefirst oneisto convert



the coll ocational degrees of two clusters into
one collocaional degree @ the revisiona
fador for distance ejuations. It is the
average collocational degree marked as

deg, cdculated by

_ :degA|¢i||A|+degAj|¢j"Aj|
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and
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In faa it is the collocational degree of
the new cluster into which if we aume
combining the two original clusters.

The second problem is that the revisonal
distance auations $houd keep coherent of
mondaonicity with the original distance It
means that under the same average collo-
caiona degree the revional distance shoud
kee the same (or oppcasite) monaonicity
with the original distance, and urder the
same origina distance, the revional distance
shoud ke the same (or oppaite)
monaonicity with the average coll ocational
degree.

In this paper, four simple revisiona
distance auations are presented based on
consideration o the upper two problems.
They are:

a) dis = -degln dis

o) dis = 318
deg
o dig =4S

Jdeg

d) dis = —disIndeg

Where dis denotes the reviond
distance ad dis denotes the origina
distance

From the mparison d the upper
different results (shown in Table 1), we can
draw the mnclusion that using revisona
distance @uations can increse the
clustering accuracy remarkably.

6.2 Determinant of Objedive Function's
Minimum Value

The dustering agorithm terminates
when the objedive function is minimized.
Asaresult it is very important to find ou the
function's minimum value. After analyzing
the objedive function, we find that it
normally monaonicadly declines with
clustering processes going on urtil it gets
minimized. At the beginning, there are a
large number of clusters with ony one
element in each of them. So the model
description length is quite large while the
data description length is quite small.
Because the dustering processis hierarchical,
every time when the cmbination accurs the
number of clusters will deaease by one with
the model description length’s decreasing as
well. At the same time the number of a
catain cluster's elements will increase by
one with the data description length’'s
increment as well. However, the deaement
is larger than the increment and it is getting
smaller while the increment is getting larger.
In this way, the objedive function dedines
until

the objedive function readh its



minimum value. If we ontinue to exeaute
the dgorithm, we will seethat the value of
the objedive function rises very fast like &
is howninFigure 1.

addition, the dustering algorithm may help
to find rew collocaions that are nat in the
thesaurus. This agorithm can adso be
extended to ather collocaion models, such
as verb-nouncoll ocaions.

Figure I: Yalues of the (hjeetive Funetions
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Therefore we doose a fairly smple
way to avoid the gpeaance of the local
optimum: When there ae two conseautive
increases in the objedive function duing
one dustering process stop the process and
start ancther one. When two consecutive
clustering processs are stopped dwe to the
same reason, we asume that we have got the
minimum value ad stop the whade
clustering process In ou future work we
will try to find a better way to determine the

minimum value of the objedive function.

7 Conclusion & Future Work

In this paper we have presented a
bidirctional hierarchicd clustering algorithm
of simultaneously clustering Chinese
adjedives and nours based on their
collocaions. Our preliminary experiments
show that it can dstinguish dfferent words
by their distribution environments. In

Our future work includes:

1) Because the sparsity of coll ocations
iIs a main fador of affeding the
word clustering accuracy, we can
use the dustering results to discover
new data and enrich the thesaurus.

2) As there are yet no adjustments to
the hierarchicd clustering results,
we ae nsidering using some
iterative dgorithm, such as K-
means agorithm, to optimise the
clustering results.

8 Attachment (Examples)

We give 10 clusters of each part of
speed clustered by our algorithm (using
revisional distanceformulab) as foll ows:

8.1 Chinese Adjedive dusters (10 d 383
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