Introduction

The proliferation of short thoughts and reviews in social media and mobile-based communication provides an easy way for people to communicate their opinions to the rest of the world. For example, the mobile application FourSquare (www.foursquare.com) contains user-submitted reviews of venues, such as restaurants and other businesses. As a FourSquare user approaches a venue, FourSquare supplies the user’s phone with review snippets from others who have visited the same venue. These micro-reviews consist of brief, somewhat spontaneous observations on others’ experiences at that venue (see Table 1). These brief texts are a rich source for determining consensus opinions about different items and places.

Table 1: Examples of micro-reviews from FourSquare.
<table>
<thead>
<tr>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Try the Beach Salad!</td>
</tr>
<tr>
<td>My favorite is the Chicken Club. It is sooooo gooood</td>
</tr>
<tr>
<td>Sad to hear my homie Sara doeat work here anymore :-(</td>
</tr>
<tr>
<td>They have #The12thCan!!</td>
</tr>
<tr>
<td>Urinals are perfect if you’re a midget</td>
</tr>
</tbody>
</table>

In this work, we analyze FourSquare reviews to create a short list for at-a-glance information about a venue. We explore several approaches to identify key items, determine the sentiment expressed towards these items, and summarize this content to a user. The proposed task, which we will refer to as microsummarization, therefore crosscuts the tasks of entity recognition, sentiment analysis, and summarization.

This research follows an “end-to-end” approach, and is complementary to research on specific subtasks within the end-to-end system: We are motivated by summarization for real users, as compared to existing efforts that drill down on a predefined subtask without realistically addressing how the task may work in practice. We therefore compare both state-of-the-art and novel methods in order to explore their utility in an applied end-to-end scenario, and include human evaluation of the final output. This work motivates a new view of summarization, focused on identifying key items and the public opinion about them.

Our approach begins with unsupervised clustering of reviews to automatically discover words used in similar contexts. From this, we define a set of facets\(^1\) to identify in the reviews, and compare models for facet recognition that require different amounts of supervision.

This content is then tagged using a neural-network based sentiment model, and the sentiment and entities are used to create a summary for an end user. We provide automatic evaluation of each component compared against gold standards, as well as a crowdsourced study on the overall quality of the final microsummaries. We find our proposed system utilizing ClusterSum is preferred by users 80% of the time over traditional extractive summarization techniques.

This research makes the following contributions:

1. Introduces a new NLP task focused on presenting short, to-the-point summaries based on analysis of social online review text
2. Provides new approaches for summarization, ClusterSum and FacetSum, tailored to the micro-review domain
3. Presents an end-to-end system incorporating sentiment analysis, summarization, and facet recognition
4. Evaluates the utility and quality of the microsummaries using crowdsourcing

\(^1\) Also known as entities, attributes, or aspects.
5. Provides the first empirical comparison between spectral two-step CCA embeddings and word2vec embeddings on a facet (entity) recognition task.

In the next section, we discuss related work. We then discuss our approaches to summarization, facet recognition, and sentiment analysis. Finally, we present a crowdsourced evaluation of the microsummarization end task. We find that an end-to-end system incorporating a semi-CRF with neural embeddings and a neural-network based sentiment module works well for this task, and a crowdsourced study suggests users would enjoy the proposed technology.

**Related Work**

The current task is most closely related to the task of aspect-based sentiment summarization (Titov and McDonald 2008; Gamon et al. 2005), which takes as input a set of user reviews for a predefined entity, such as a product or service, and produces a set of relevant aspects of that entity, the aggregated sentiment for each aspect, and supporting textual evidence. The current work expands from this previous work significantly: We assume nothing about the format or rating structure of the mined user reviews. We propose an end-to-end system that is open-domain, without being limited to, e.g., a small set of predefined entities. The current work extends to include both the initial definition of entities as well as the final presentation to users. Further, in addition to well-established automatic metrics to evaluate each component, the end-to-end task is evaluated with potential users. The methodology proposed in this work is shown to outperform alternative approaches.

**Summarization**

While there is much previous work on summarizing micro-blogs such as Twitter (O’Connor, Krieger, and Ahn 2010; Chakrabarti and Punera 2011; Liu, Liu, and Weng 2011), the focus is typically on understanding the source content, and not on extracting key items to surface to an end user. Recent work from (Nguyen, Lauw, and Tsaparas 2015) demonstrates a method for synthesis of full reviews from collections of micro-reviews. Their focus and presentation differ significantly from ours in that they create full review documents, without any attempt to identify and display pertinent items from the micro-reviews.

A number of approaches to review summarization use probabilistic topic models to capture the facets and sentiments expressed in user-written reviews, leveraging further user annotations. In contrast to previous work, we explore approaches that do not rely on additional information to be supplied by users writing the reviews. We argue that placing minimal requirements on user-provided supervision is critical in work that seeks to summarize the content of the quickly typed opinions that characterize mobile and social online reviews. (Titov and McDonald 2008) and (Mcauliffe and Blei 2008) incorporate some supervision in the form of scores for each aspect of the entity being reviewed, and (Branavan et al. 2009) jointly model review text and user-defined keyphrases.

Further, it is worth discussion that the brevity of micro-reviews affects the quality of the topics that can be induced by topics models such as latent Dirichlet allocation (LDA), which are commonly used for summarization of longer documents. LDA works well to pick out thematically related items within a topic, which has the net effect of distinguishing more strongly between types of venues (e.g., Chinese cuisine vs. Mexican cuisine), rather than types within a venue (e.g., service vs. amenities). Brody and Elhadad (2010) attempted to overcome this issue by using a local (sentence-based) LDA model. Their work was not available for comparison, however, when we implemented our own version of their model, we found that depending on the number of topics, the topics were either incoherent or grouped words together that we aimed to separate, e.g., service and food words.

Brody and Elhadad (2010) further address this issue by applying complex post-processing to pull out “representative words” for each topic. As we will further detail below, we are able to extract coherent groups of words in one pass by using Brown clustering (Brown et al. 1992). Examples of word groups selected by LDA and Brown clustering are shown in Table 2. Both LDA and Brown clustering can be used to group related words without supervision, however, the two methods model very different views of the data. We find the view of the data provided by Brown clustering to be compelling for this task.

**Named Entity Recognition**

In this work, we develop a model to identify and classify the relevant facets of micro-reviews to incorporate into the summary. The task of named entity recognition (NER) is therefore also relevant, and indeed, NER in micro-blogs – particularly Twitter – has garnered attention in recent work (Ritter et al. 2011; Derczynski et al. 2013). Our work is most similar to (Liu et al. 2011), which combines a k-nearest neighbor (KNN) approach with a conditional random field (CRF)-based labeler to combat the sparsity and noisiness of micro-blog text. However, such work builds on previous named entity work by using, e.g., predefined entity types and external gazetteers that utilize such types. In contrast, given the goal of discovering what people talk about in reviews, whatever those things may be, the current work proposes a robust method for defining novel facets. Further, due to the relative novelty of this task, publicly available curated gazetteers do not exist; the current work is necessary to help build them.

**Word Representations**

As we will further detail, we explore the use of unsupervised word features such as Brown clusters (Brown et al. 1992) to generalize a small amount of annotated training data. Recently there has been substantial work on integrating discrete word clusters and continuous word representations as features for entity recognition and other tasks (Turian, Ratnove, and Bengio 2010). Spectral two-step CCA (Dhillon et al. 2012) embeddings and word2vec embeddings (Mikolov et al. 2013) have both been shown to outperform previously proposed Collobert and Weston (2011) embeddings (Pennington, Socher, and Manning 2014). We therefore utilize both word2vec and two-step CCA embeddings. To the best of our knowledge, this work
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2And further development, including the use of an asymmetric prior to encourage more coherent topics.
Problem Formulation

In this paper, we explore the problem of micro-review summarization in the domain of restaurant reviews. We define our task as follows: Given a set of micro-reviews about some restaurant venue, extract positive items (things to try, people to bring, etc.) and negative items (things to avoid, problems to be aware of, etc.), organized by facet type (venue, food, etc.). Our data consist of micro-reviews for which the restaurant review has been already identified.

For our experiments, we collect data from FourSquare.com. FourSquare is a mobile application where users “check in” at various locations, and leave “tips” for other users consisting of recommendations or things to try. We collect information from 818,701 venues that have been labeled by FourSquare users as food or drink establishments in the United States, which total 6,073,820 things to try. We collect information from 818,701 venues that have been labeled by FourSquare users as food or drink establishments in the United States, which total 6,073,820.

Facet Recognition

This section presents methods for defining facets and recognizing facet entities mentioned in micro-reviews. We compare a baseline method using unsupervised Brown clustering and a set of heuristics to a supervised Semi-CRF method that incorporates unsupervised word features.

Defining the Facets

The start of the microsummarization task begins with defining the facet types. We begin with unsupervised Brown clustering (Brown et al. 1992), which has been used to provide the first empirical comparison between these two methods on a recognition task.

### Table 2: Example of top words in relevant (a) LDA Topics vs. (b) Brown clusters. LDA tends to group thematically related words together, e.g., “margarita” and “guacamole” may belong to a “Mexican restaurant” category; Brown clustering tends to group syntactically/semantically related words together, e.g., “margarita” and “smoothie” may belong to a “drinks” category.

<table>
<thead>
<tr>
<th>Facet</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Venue</td>
<td>an intimate atmosphere, a French cafe</td>
</tr>
<tr>
<td>Service</td>
<td>the bartenders, baristas, our server Tom</td>
</tr>
<tr>
<td>Food</td>
<td>a bacon cheeseburger, sushi, the craft beer selection</td>
</tr>
<tr>
<td>Events</td>
<td>anniversaries, a blind date, the bachelorette party</td>
</tr>
<tr>
<td>Customers</td>
<td>couples, the kids, coworkers</td>
</tr>
<tr>
<td>Amenities</td>
<td>trivia night, patio seating, free wifi, clean bathrooms</td>
</tr>
</tbody>
</table>

### Table 3: Examples of items for restaurant facets.

del, de, one, all, some, any, each, of, a, an, the, this these, those, that, my, her, his, their, our, your, other, only

Unsupervised Model

For a baseline model, we leverage the unsupervised Brown cluster labels given by the annotators and a set of heuristics to label the reviews. Borrowing from the B-i-O labeling scheme used in named entity recognition, we label each word as Outside the facet span, Inside, or Beginning the span.

Facet recognition in this method follows a set of simple heuristics. Each review is scanned right-to-left: When a word is discovered that belongs to one of the labeled Brown clusters, that word is marked I and labeled according to the cluster. Each preceding word that is in a cluster with the same label also receives that label. We include a small set of function words as part of the span, listed in Table 4. The last word right-to-left that is in a cluster or the permitted function words is marked as B for the given facet, and the search for the next item continues.

### Table 4: Function words permitted in unsupervised facet recognition with heuristics.

<table>
<thead>
<tr>
<th>Function Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>del, de, one, all, some, any, each, of, a, an, the, this these, those, that, my, her, his, their, our, your, other, only</td>
</tr>
</tbody>
</table>
The conditional probability of a segmentation \( s \) given the sentence \( x \) and the feature functions \( g_i \) with corresponding weight \( \lambda_i \) is defined as:

\[
p(s|x) = \frac{1}{Z(x)} \exp \left\{ \sum_{j} \sum_{s_j} \lambda_i g_i(j, x, s) \right\}
\]

A segmentation \( s \) is a sequence of facet segments and non-facet segments, with non-facet segments represented as unit-length segments tagged as 0.

Annotation of Named Entities To collect training data for the Semi-CRF model, we developed a crowdsourced annotation task to identify entities in micro-reviews. Workers were instructed to look at the micro-reviews and highlight items for each of the six facets (see Table 3). A screenshot of the user interface is included with the supplemental material. 13,000 micro-reviews were annotated by 3 workers each. From this, we extract the maximally overlapping spans given the same label by at least 2 annotators, yielding 10,712 annotated reviews. The percentage of times a span labelled by one worker is labelled by two or all three workers is given in Table 5. Workers have highest consensus for Food & Drink (96.56%) and Service (92.16%) entities. Overall, about 75% of the micro-reviews had the same spans marked by at least 2 annotators.

We implement the following features:

Unigram Features We include words and their lowercase forms for all segment words except for infrequent words (seen 10 times or less), which we replace with indicator features following the approach in (Petrov et al. 2006). We also specially mark which are the first, second, second-to-last, and last words of the segment.

Segment Features An advantage of the Semi-CRF model is that features can be defined for sequences of words, rather than just for each word individually. These features include the number of words in the sequence, capitalization and punctuation patterns for the entire sequence, and whether the sequence contains punctuation. We also include character n-grams of length 3-5.

Unsupervised Word Features Finally, we include vector word embeddings computed using two different techniques, word2vec (Mikolov et al. 2013) and a spectral-based encoding, Two-Step CCA (Dhillon et al. 2012).

Each of these unsupervised word representations are trained on 5,772,600 micro-reviews. Testing on a held-out set suggested that optimal settings for word2vec were 40 dimensions and the continuous bag-of-words (CBOW) algorithm with a window size of 1. We also include features based on the Brown clusters, using various prefix lengths for the bitstrings (4, 8, 12, and all).

Results: Facet Recognition

Results are shown in Table 6. We find that a word2vec representation significantly outperforms spectral embeddings on the most frequent food facet.\(^5\) However, spectral embeddings have fewer false positives for the less frequent facets. We can also see that all variants of the supervised Semi-CRF model that use cost-effective annotation of training data via crowdsourcing achieve substantially higher performance than the unsupervised method. The unsupervised features (Brown, Spectral, and word2vec) offer large improvements over a basic model with unigram and segment features. Interestingly, recall is much higher across the board at the word level without unsupervised features.

Review Summarization

A key question in microsummarization is how to identify relevant content. We seek to maximize the likelihood of each entity we select with respect to all of the reviews for the same venue. Identifying these entities is difficult due to noise and variation in how they are described. This is especially a problem in the restaurant domain: official names of dishes – such as "Japanese Snapper with Sea Urchin and Coconut Risotto" – are often not in alignment with references in micro-reviews. Additionally, there are reviews that our model should ignore, such as deceptive reviews and spam.

To combat this problem, we limit the set of micro-reviews that we extract entities from. Rather than performing facet recognition on every micro-review for a venue, instead we only extract entities from micro-reviews that are most representative of reviews for that venue. Research in extractive summarization focuses on solving precisely this problem, isolating sentences that best reflect the content of the whole document. We adapt such models to the review domain, extracting key reviews that best represent the language used by all reviewers of a venue. We compare two well-known summarization methods, SumBasic and KLSum, and introduce two further methods, which we call ClusterSum and FacetSum, for item-specific summarization.

SumBasic SumBasic (Nenkova and Vanderwende 2005) is an algorithm for extractive multi-document summarization. It generates a summary by selecting sentences from the source documents, with the exclusive objective of maximizing the appearance of non-function words that have high frequency in the source documents.

For each micro-review, a SumBasic score is computed based on word \( w \) frequency. Using \( r \) to represent each micro-review, and \( V \) for the set of micro-reviews for a venue:

\(^5\)\( p \)-value < 0.05 according to a paired sign test for sentence-level f-measure.
We present in this paper ClusterSum, a two-stage clustering technique for aggregation of micro-reviews for summarization. The first stage of our ClusterSum approach replaces the words in each micro-review with its unsupervised word representation, to reduce the dimensionality of the data. The Brown cluster model is trained on 5772600 micro-reviews, with 1000 clusters, and the bitstrings for each cluster are truncated to 12 bits. In the second stage, we represent each tip for the venue as a vector of its word representations, and employ k-means clustering (k=5) on the micro-reviews for each venue. The KLSum method is then used to select top reviews from the clusters.

**FacetSum** Finally, we consider a novel means of summarization created for this paper as an alternative to traditional summarization techniques. Instead of summarizing over the entirety of the documents, FacetSum works directly on the extracted entities for *every* micro-review for a venue. Then we apply the clustering-based summarization approach discussed above, using extracted entities in place of documents.

### Sentiment Analysis

Our method for determining the sentiment targeted at extracted entities is based on an adaptation of the COOOL system (Tang et al. 2014), one of the top performing systems in the SemEval 2014 Twitter sentiment classification task. This system uses a neural network to analyze sentiment at the sentence level. We are interested in more fine-grained sentiment analysis, determining sentiment targeted at a specific entity rather than classifying the overall sentiment of a sentence. This allows us to tease out the different sentiment expressed in a single sentence. For example, in a sentence such as “the staff was awesome, but the fries were soggy”, the sentiment towards *staff* is positive, but the sentiment towards *fries* is negative.

To adapt the sentiment system to this task, we explored ways to split each micro-review into phrases that contain one or more entities with the same sentiment targeted at them. The splitting is done at points where there are characters in the set {, :, ;, :, ., !, ?} or words in the set {but, also, or} that are not within an entity. This simple approach is extremely effective, yielding phrases with the same sentiment expressed towards its entities for 86% of our training data.

We use crowdsourcing to collect sentiment labels, with a minimum of 3 unique judges, with up to 2 more added if there is not consensus. Judges were presented with the original review along with an extracted entity and asked whether the reviewer’s attitude towards that entity is positive, negative, or neutral. Splitting our training/testing data
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**Table 6:** Precision, Recall, and F-score for facet recognition. We compare our unsupervised model with manual heuristics (Unsupervised+Heur) to several semi-CRF models. The semi-CRF model incorporating word2vec features perform well, however, the spectral method had less false positives for facets with few instances.

\[
Score(r) = \sum_{w \in r} \frac{1}{|r|} p(w|\mathcal{V})
\]

We select the top six micro-reviews for each venue, and to encourage diversity, include a decay function for the probability of words after each selection.

**KLSum** We implement the KLSum method following the definition in (Haghighi and Vanderwende 2009), with values of \(p(w|\mathcal{V})\) smoothed by .01 to ensure there are no zeros in the denominator. The best summary is selected using a greedy search. As with SumBasic, we select six micro-reviews are selected for each venue.

**ClusterSum** Clustering is used to increase the diversity of content in extractive multi-document summaries (Ottobacher, Erkan, and Radev 2005; Qazvinian and Radev 2008). Clustering algorithms group together text with similar content, where larger clusters represent more meaningful content. Redundancy can be avoided by selecting text from different clusters. For this summarization approach, we cluster micro-reviews with similar content, then select two micro-reviews from each of the three largest clusters.  

As a similarity measure for micro-reviews, we use cosine similarity of non-function-words. However, due to the brevity and sparse vocabulary of the micro-reviews, cosine similarity of vocabulary counts is not a sufficient metric of content similarity. Therefore, we employ an additional clustering on the words themselves.

We present in this paper ClusterSum, a two-stage clustering technique for aggregation of micro-reviews for summarization. The first stage of our ClusterSum approach replaces the words in each micro-review with its unsupervised word representation, to reduce the dimensionality of the data. The Brown cluster model is trained on 5772600 micro-reviews, with 1000 clusters, and the bitstrings for each cluster are truncated to 12 bits. In the second stage, we represent each tip for the venue as a vector of its word representations, and employ k-means clustering (k=5) on the micro-reviews for each venue. The KLSum method is then used to select top reviews from the clusters.

**FacetSum** Finally, we consider a novel means of summarization created for this paper as an alternative to traditional summarization techniques. Instead of summarizing over the entirety of the documents, FacetSum works directly on the extracted entities for *every* micro-review for a venue. Then we apply the clustering-based summarization approach discussed above, using extracted entities in place of documents.

### Sentiment Analysis

Our method for determining the sentiment targeted at extracted entities is based on an adaptation of the COOOL system (Tang et al. 2014), one of the top performing systems in the SemEval 2014 Twitter sentiment classification task. This system uses a neural network to analyze sentiment at the sentence level. We are interested in more fine-grained sentiment analysis, determining sentiment targeted at a specific entity rather than classifying the overall sentiment of a sentence. This allows us to tease out the different sentiment expressed in a single sentence. For example, in a sentence such as “the staff was awesome, but the fries were soggy”, the sentiment towards *staff* is positive, but the sentiment towards *fries* is negative.

To adapt the sentiment system to this task, we explored ways to split each micro-review into phrases that contain one or more entities with the same sentiment targeted at them. The splitting is done at points where there are characters in the set {, :, ;, :, ., !, ?} or words in the set {but, also, or} that are not within an entity. This simple approach is extremely effective, yielding phrases with the same sentiment expressed towards its entities for 86% of our training data.

We use crowdsourcing to collect sentiment labels, with a minimum of 3 unique judges, with up to 2 more added if there is not consensus. Judges were presented with the original review along with an extracted entity and asked whether the reviewer’s attitude towards that entity is positive, negative, or neutral. Splitting our training/testing data...
into phrases with entities with consensus targeted sentiment yielded 9617 sentiment phrases for training, 954 for testing.

The data collected from this task was naturally unbalanced, with 72% of phrases labeled as positive targeted sentiment, and only 15% labeled as negative. We imagine that the sentiment is even more skewed than this distribution suggests, as a micro-review in isolation may appear neutral (e.g., a one-word review such as “BURGERS”); but in these cases, the fact that an entity is mentioned on a review site at all suggests that the reviewer felt positively towards it.

We therefore explored several methods to avoid bias in the data set towards positive mentions of entities and more definitively classify entity sentiments, downsampling the common entities and sampling different ratios of positive: negative and neutral: negative. We found that replacing all spans in the training data labeled neutral with a positive label increased our precision for negative classification, and increased our recall for positive classification. Our most promising results as measured by f-score have positive training instances sampled at 1.5 times negative training instances, with an equal amount of negative and neutral training instances (see Table 7).

**End-to-End: Evaluation**

We construct an end-to-end system for each extractive summarization approach: SumBasic, KLSum, ClusterSum, and FacetSum. With each, the top reviews are extracted and fed into the best performing components for facet recognition and sentiment analysis. Descriptive statistics for the four approaches are shown in Table 9.

We use the Semi-CRF model with Brown clusters and word2vec features to extract facet items, and neu→pos sentiment to determine the sentiment targeted at them. The facet items are presented for each venue as lists of *Positives* and *Negatives*, subdivided into each of the relevant facet types. Duplicate facet items for a given sentiment polarity are merged. This forms the final microsummary. Example output from an end-to-end system is shown in Figure 1.

We use a crowdsourced study to compare the four summarization methods and determine user opinion. Trials were presented in randomized order, such that each judge could be exposed to each summarization method. Judges were asked which approach they preferred, and for each, if it were available in an app, would they use it. An example trial is shown in the supplemental materials. We randomly selected 125 venues, and in each trial, presented one microsummary and the corresponding extractive summary side-by-side in randomized order. Summaries were therefore matched such that the microsummary contained the facet items and sentiment identified in the corresponding extractive summary. As before, each task was presented to 3 unique judges, with up to 2 more judges added if there is not consensus. We evaluate user preference over all cases with majority agreement.

Results are shown in Table 8. Even with imperfect sentiment and facet recognition, we find that users strongly prefer microsummaries over extractive summaries using the same reviews. This is an interesting result, as it suggests a shift in the kinds of summaries that may be useful to explore moving forward. Specifically, this suggests a user preference for easy-to-read microsummaries, over traditional extractive summaries. Additionally, 49% of the judges reported that they would use the ClusterSum approach if it were available in an application (compared to 32% of judges who would use the corresponding extractive summarization approach). In comparison, for both KLSum and SumBasic, 41% of the judges said they would use this technology.

Significance testing between the systems suggests that the preference for microsummarization depends on the summarization approach ($\chi^2=13.96, p<.05$), however, when limited to the top 3 systems (SumBasic, KLSum, and ClusterSum), the preference is independent of the approach ($\chi^2=2.5, p>.05$); the preferences for microsummarization in these three systems are roughly equivalent.
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### Table 7: Precision, Recall, F1, and overall Accuracy % on sentiment classification of facets. Shown options are neu→pos, neutral changed to positive for training; and Pos@1.5Neg, Neu@1.0Neg, with positive sampled as 1.5 x Neg and neutral in equal amount to neg. In low confidence cases (<.001), the system suggests a neutral label.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pos Neg Neu</td>
<td>Pos Neg Neu</td>
<td>Pos Neg Neu</td>
<td>All</td>
</tr>
<tr>
<td>Basic</td>
<td>89.2 78.4 33.5</td>
<td>83.6 64.5 54.1</td>
<td>86.3 70.8 41.4</td>
<td>77.8</td>
</tr>
<tr>
<td>neu→pos</td>
<td>87.1 89.0 32.7</td>
<td>85.4 58.9 49.5</td>
<td>86.3 70.9 39.4</td>
<td>77.9</td>
</tr>
<tr>
<td><a href="mailto:pos@1.5neg">pos@1.5neg</a>, <a href="mailto:neu@1.0neg">neu@1.0neg</a></td>
<td>94.0 65.4 31.6</td>
<td>73.9 80.7 67.9</td>
<td>82.8 72.2 43.2</td>
<td>74.1</td>
</tr>
</tbody>
</table>

### Table 8: Consensus preference for each summarization approach.

<table>
<thead>
<tr>
<th>System</th>
<th>Micro</th>
<th>Extract</th>
<th>Same</th>
<th>No Consensus</th>
</tr>
</thead>
<tbody>
<tr>
<td>SumBasic</td>
<td>78.4%</td>
<td>17.6%</td>
<td>0.8%</td>
<td>3.2%</td>
</tr>
<tr>
<td>KLSum</td>
<td>79.2%</td>
<td>14.4%</td>
<td>1.6%</td>
<td>4.8%</td>
</tr>
<tr>
<td>ClusterSum</td>
<td>80.0%</td>
<td>16.0%</td>
<td>0.0%</td>
<td>4.0%</td>
</tr>
<tr>
<td>FacetSum</td>
<td>68.0%</td>
<td>29.6%</td>
<td>0.0%</td>
<td>2.4%</td>
</tr>
</tbody>
</table>

### Table 9: Descriptive statistics on system output shown to users.

<table>
<thead>
<tr>
<th>System</th>
<th>Avg. # reviews</th>
<th>Avg. # entities</th>
</tr>
</thead>
<tbody>
<tr>
<td>SumBasic</td>
<td>6.0</td>
<td>8.0</td>
</tr>
<tr>
<td>KLSum</td>
<td>6.0</td>
<td>8.5</td>
</tr>
<tr>
<td>ClusterSum</td>
<td>5.2</td>
<td>9.3</td>
</tr>
<tr>
<td>FacetSum</td>
<td>6.2</td>
<td>3.7</td>
</tr>
</tbody>
</table>
Discussion

We have introduced a new microsummarization NLP task focused on presenting short, to-the-point summaries based on analysis of social online review text. Our end-to-end system for this task incorporates sentiment analysis, summarization, and facet recognition. We compared recent approaches to using word embeddings as features in a semi-Markov CRF for facet recognition, and introduced novel methods for generating microsummaries. A final crowdsourced study showed that the microsummaries are strongly preferred over extractive summaries, and that a large fraction of users would use the technology if available.
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