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Abstract. A novel cross-modal topic correlation model CMTCM is developed in this paper to facilitate more effective cross-modal analysis and cross-media retrieval for large-scale multimodal document collections. It can be modeled as a cross-modal topic correlation model which explores the inter-related correlation distribution over the deep representations of multimodal documents. It integrates the deep multimodal document representation, relational topic correlation modeling, and cross-modal topic correlation learning, which aims to characterize the correlations between the heterogeneous topic distributions of inter-related visual images and semantic texts, and measure their association degree more precisely. Very positive results were obtained in our experiments using a large quantity of public data.

1 INTRODUCTION

With the explosive growth of multimodal documents on the Web, how to seamlessly handle the complex structures of multimodal documents to achieve more effective cross-media retrieval has become an important research focus [1]. Usually, a multimodal document is exhibited in a form with different modalities (i.e., both visual and semantic), such as a web image with user-defined annotation tags/narrative text descriptions, or a news article with paired visual images and textual illustrations. However, due to the semantic gap, there may be significant differences and independence among visual images and semantic texts for multimodal documents, which leads to the huge difficulty and high uncertainty in making full use of the corresponding relationships between the visual features (in images) and semantic features (in descriptions) [2]. Thus integrating multimodal information sources involved in multimodal documents to enable multimodal topic correlation has been the critical component for supporting cross-media retrieval.

Although multimodal topic correlation has been extensively studied for cross-media retrieval since recent years [3] [4], it still remains the necessity of optimal solutions and three inter-related issues should be addressed simultaneously: 1) valid construction and discovery of valuable document element to characterize visual images and textual descriptions for multimodal document representation; 2) reasonable topic correlation modeling to identify better correlations between visual images and textual descriptions of multimodal documents; and 3) cross-modal topic correlation learning to optimize the objective measurement for inter-related image-description correlations. To address the first issue, it is very important to explore the optimal document element that can achieve more precise and comprehensive visual and semantic feature expression for multimodal documents. To address the second issue, it is critical to establish a robust probabilistic topic model to maximize the likelihood of the observed multimodal documents in terms of the involved latent topics. To address the third issue, it is significant to map the attributes of different modalities into a common embedding space to efficiently maximize their statistical dependency and correlation.

Based on the above observations, a novel Cross-Modal Topic Correlation Model (CMTCM) is developed in this paper to facilitate more effective cross-media retrieval for large-scale multimodal document collections. Our scheme significantly differs from other earlier work as follows. a) The document element of “deep word” is created for encoding both the visual features in visual images (i.e., deep visual word) and the semantic features in textual descriptions (i.e., deep textual word) to obtain better deep multimodal document representation. Compared to the traditional visual word and textual word, the deep visual word that is closer to the visual image semantics can alleviate the problem of semantic gap to a great degree, and the deep textual word that integrates various relationship information among textual words can be more representative for expressing the specific semantics of textual descriptions. b) A relational topic correlation modeling scheme is designed to achieve more precise characterization of the inter-related multimodal correlations between visual images and textual descriptions, in which the topic generation and multimodal correlation learning are fused together to break the limitation of topic consistency in the traditional topic modeling. Different topic sets can be generated for different modality information, and at the same time the heterologous topic information from other modalities can be integrated in the topic generation process for one modality. c) An efficient learning mechanism for cross-modal topic correlation is established to achieve the objective decision-making for multimodal correlation, in which the deep topic features for different modalities are particularly mapped into a common space for mining their inter-related topic correlation. Compared to the traditional topic correlation learning strategies, the cross-modal topic correlation learning considers the heterologous property of topic for different modalities, and utilizes the specific mapping function to learn the topic correlation form different modalities. d) A new cross-modal topic correlation model is built by integrating the above deep multimodal document representation, relational topic correlation modeling, and cross-modal topic correlation learning, which can not
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only enable cross-media retrieval users to present on the multimodal query panel whatever they imagine in their mind, but also obtain the most relevant multimodal documents to the original query intention.

How to integrate multimodal information sources in topic correlation measurement for multimodal documents is an open issue, because it is hard to provide a common base for the correlations among multimodal documents because of the semantic gap. The main contribution of our work is that we effectively apply deep representation, relational modeling and cross-modal learning to enable cross-modal topic correlation model, which has provided a more reasonable base for us to integrate visual correlation with semantic correlation by determining an optimal correlated projection space. Such a cross-modal topic correlation model can be treated as an inter-related correlation distribution over deep representations of multimodal documents, in which the most important is to create more effective multimodal image-description topic correlation and measure what degree they are correlated. Our experiments on a large number of public data have obtained very positive results.

2 RELATED WORK

Topic correlation modeling is not a novel task, but has been the subject of extensive research in areas such as cross-media retrieval for large-scale multimodal documents. Earlier research placed the main emphasis on directly exploiting low-level visual features and simple semantic features to explore the image-description topic correlation [5] [6]. However, because of considering only limited shallow-level visual and textual implication in multimodal documents, such methods often demonstrate a poor performance. Recently, closer attention has been given to the methods that rely on cross-modal correlation mining with both deep-level visual and semantic features, that is, finding the high-level multimodal correlation to associate together visually and semantically correlated images and descriptions [7] [8]. Thus, there has been increasing research interests in leveraging the deep implication from multiple information sources and learning the cross-modal topic correlation for multimodal documents to satisfy more rigid requirements on the precision and efficiency for cross-media retrieval.

In recent years, there is some related research work for modeling the topic correlation between visual contents and semantic descriptions in multimodal documents. Blei et al. (2003) built a set of increasingly sophisticated models for a database of annotated images, culminating in correspondence latent Dirichlet allocation (Corr-LDA), a model that found conditional relationships between latent variable representations of sets of image regions and sets of words [9]. Wang et al. (2009) developed a probabilistic model that simultaneously learned the salient patterns among images that were predictive of their class labels and annotation terms, in which the supervised topic modeling (sLDA) was extended to classification problems and a probabilistic model of image annotation was embedded into the resulting supervised topic model [10]. Putthividhya et al. (2010) presented the topic-regression multimodal Latent Dirichlet Allocation (tr-mmLDA), a novel statistical topic model for the task of image and video annotation, which lay a latent variable regression approach to capture correlations between image or video features and annotation texts [11]. Rasiwasia et al. (2010) studied the problem of joint modeling for the text and image components of multimedia documents, in which the text component was represented as a sample from a hidden topic model learned with latent Dirichlet allocation, and images were represented as bags of visual (SIFT) features [12]. Nguyen et al. (2013) proposed a novel method for image annotation based on combining feature-word distributions which mapped from the visual space to the word space, and word-topic distributions which formed a structure to capture label relationships for annotation [13]. Niu et al. (2014) addressed the problem of recognizing images with weakly annotated text tags, in which the text tags were first encoded as the relations among the images, and then a semi-supervised relational topic model (ss-RTM) was proposed to explicitly model the image contents and their relations [14]. Wang et al. (2014) proposed a supervised multimodal mutual topic reinforce modeling (M3R) approach, which sought to build a joint cross-modal probabilistic graphical model for discovering mutually consistent semantic topics via the appropriate interactions between model factors (e.g., categories, latent topics and observed multi-modal data) [3]. Zheng et al. (2014) considered the application of DocNADE to deal with multimodal data in computer vision, and proposed a supervised variant of DocNADE (SupDocNADE), which can be used to model the joint distribution over an image’s visual words, annotation words and class label [15]. Tian et al. (2015) presented a novel model that utilized the rich surrounding texts of images to perform image annotation, in which the words that described the salient objects in images were extracted by integrating the text analysis, and a new probabilistic topic model was built to jointly model image features, extracted words and surrounding text [16]. Wu et al. (2015) proposed a cross-modal learning to the rank approach called CML2R to discover the latent joint representation of multimodal data, and they assumed that the correlations between the multimodal data were captured in terms of topics, and used a list-wise ranking manner to learn the discriminative ranking function [17]. Chen et al. (2015) addressed the image-text correspondence modeling gap by introducing Visual-Emotional LDA (VELDA), a novel topic model that captured image-text correlations through multiple evidence sources (namely, visual and emotional, yielding the method’s namesake) for cross-modality image retrieval [4].

Unfortunately, all these existing approaches have not yet provided good solutions for the following crucial issues, which are tightly coupled with each other. (1) Discovering Deep Information for Multimodal Document Representation -- Most existing methods focus on exploiting the regular feature description of visual and semantic exhibition in multimodal documents, and do not consider the deep feature information in different modalities of the same multimodal document. This will result in a serious information loss problem for global visual semantics or inherent semantic associations, and forms the insufficient feature descriptions for multimodal documents. With the deep exploration of visual and semantic appearances for multimodal documents, it appears such a discovery mechanism can mitigate the lack of deep visual and semantic feature information. According to our best knowledge, no existing research has made full use of such both deep visual and semantic information to achieve more accurate multimodal document representation for topic correlation modeling. (2) Relational Topic Correlation Modeling in Deep Level -- Most existing work concerns finding the best topic correlation for multimodal documents underlying such an assumption that the latent topic sets for visual image and textual description of each multimodal document should be consistent, that is, the heterologous topic information is not considered for different modality information in the same multimodal document. However, for a multimodal document, the inter-related information in different modalities may not be completely incoordinate. With such an over-
strong assumption, the obvious noises will be introduced into the topic correlation measure between different modality information, and meanwhile the deep inclusion in multimodal content cannot be fully utilized. It’s a very significant way to fuse multimodal topic feature information in the deep level, set a novel topic generation pattern, and form an optimal relational topic correlation modeling scheme under more reasonable assumptions. (3) Cross-Modal Correlation Learning with Deep Topic Features — Most existing approaches concentrate on directly matching the topic distributions in different modalities to capture the inter-related correlation between visual image and textual description of the same multimodal document. It’s due to a simple intuition that the more similar the topic distributions of different modalities are, the higher correlation they have. However, such a straightforward correlation learning strategy may lead to the imprecise correlation evaluation without the in-depth consideration of the deep topic features and the topic heterogeneity in different modalities. Cross-modal correlation learning could provide helpful hints on mining multimodal information for topic correlation modeling. Establishing multimodal associations between deep visual and semantic topic features may shed light on the in-depth understanding for multimodal documents. Thus, the explicit learning of cross-modal correlations between deep visual and semantic topic features becomes very important. From the viewpoint of multimodal document exploitation, it’s a significant way to combine both deep visual and semantic topic abstractions for images and descriptions in a joint space and establish an effective cross-modal joint learning mechanism.

To tackle the above obstacles, we have developed a novel framework by integrating the deep multimodal document representation (i.e., mining the valuable multimodal feature information in the deep level), the relational topic correlation modeling (i.e., bridging the semantic gap between inter-related visual contents and semantic descriptions), and the cross-modal correlation learning (i.e., fusing the optimization mapping strategy to obtain more accurate multimodal topic correlation). In our study, we realize that a multimodal document usually appears with multiple correlated visual and semantic words and spans multimodal associations in both deep visual and semantic word levels. Our cross-modal topic correlation model aims at exploring the deep multimodal correlations involved in images and their descriptions to improve the reasoning ability for topic correlation. It’s a new attempt on exploiting such deep feature representation, modeling and learning optimization strategies on cross-modal topic correlation model to facilitate cross-media retrieval.

3 DEEP MULTIMODAL DOCUMENT REPRESENTATION

The multimodal information is the significant expression and exhibition for multimodal document content, that is, the visual image and textual description in each multimodal document. To acquire the cross-modal topic correlation between the visual image and textual description in each multimodal document, the optimal basic element for multimodal document representation should be detected and represented more precisely. Thus the deep multimodal document representation is implemented to exploit multiple document elements in the deep level (i.e., deep visual word and deep textual word) and explore the multimodal associations between deep visual property elements and deep semantic expression elements, as shown in Figure 1.

3.1 Deep Visual Word Construction via R-CNN

The Region-based Convolution Neural Network (R-CNN) is a method combining region proposals with CNNs [18], which means extracting all the CNN features for all the regions in the image and is widely used in the field of computer vision [19] [20] [21]. R-CNN first uses selective search methods to generate possible object locations for each image in terms of image regions, and then extracts the feature vector from each region proposal based on CNN. For this purpose, each image region is converted to a fixed pixel size of 227×227, and all the features are computed through a network with five convolutional layers and two fully connected layers. The advantage of R-CNN is that the visual features extracted via CNN are closer to the image semantics, which can alleviate the problem of semantic gap to a certain degree. Furthermore, the regions contain the important spatial information in the image, and the visual words constructed by R-CNN can better represent the deep image contents. Thus we leverage R-CNN to construct the deep visual words for representing the deep visual semantic properties in images. Firstly, each image is represented in the form of bag-of-regions based on R-CNN, and each region can be viewed as a visual word. Since each region is represented as a feature vector, we use the Vector Quantization (VQ) method [22] to project the higher dimensional features into a sparse presentation. We construct the deep visual word vocabulary by clustering all the region features into a fixed-number of classes, and then project all the regions in the same image into the deep visual word vocabulary. Finally, each image can be represented in the form of bag-of-deep-visual-words. Compared to the traditional visual word descriptors like SIFT, the main advantage of deep visual word is that it can compute visual features with a hierarchical and multi-stage process, which is more informative and effective for visual recognition than using just low-level and superficial visual features.

3.2 Deep Textual Word Construction via Skip-gram

The Skip-gram model is an efficient method to learn the distributed representations of textual words in a vector space from large amounts of unstructured text data [23], which has achieved better performance in a wide range of natural language processing tasks [20] [24]. Its training objective aims at learning deep word vector
representations that are good at predicting the nearby textual words, which can capture more precise syntactic and semantic relationships among textual words and group similar textual words together. Compared to other learning methods for textual word vector, the advantage of Skip-gram is that the training process is extremely efficient for massive text data since it does not involve dense matrix multiplications. Thus we leverage the Skip-gram model to construct the deep textual word for better representing the deep textual properties in textual descriptions. Let $D^T$ be the textual description part of the whole multimodal document corpus, $W$ denotes all the raw textual words in $D^T$, and $V$ is the textual word vocabulary. For each textual word $w$ in $W$, $I_n$ and $O_n$ are the input and output vector representations for $w$, $\text{Context}(w)$ represents the nearby textual words of $w$, here the context window size is set as 5. We define the set of all the input and output vectors for each textual word as a long vector $\omega \in \mathbb{R}^{2|W| \times \text{dim}}$ and $\text{dim}$ is the dimension number of the input or output vector, thus the objective function of Skip-gram can be described as:

$$\text{BSG}(\omega) = \arg \max_\omega \frac{1}{|W|} \sum_{j=1}^{|W|} \log P(w_j | \text{Context}(w_j))$$

Since the computing cost is extremely high for the standard softmax formulation of Skip-gram, the Negative Sampling is utilized to compute $\log P(w_j | \text{Context}(w_j))$ approximately.

$$\log P(w_j | \text{Context}(w_j)) = \log (O_{w_j} \cdot I_{w_j}) + \sum_{k=1}^m E_{w_k \sim P(w)} \log (O_{w_k} \cdot I_{w_k})$$

We consider splitting the multimodal document collection $D^M$ into three parts, that is, the visual image set $D^V$, the textual description set $D^T$, and the linkage set $L^{VT}$ which indicates the multimodal image-description associations. $D^V$ is composed of the deep visual word set $DV^V$ and $DV^S$ is the deep visual vocabulary, while $D^T$ is composed of the deep textual word set $DW^T$ and $DV^V$ is the deep textual vocabulary. For $F^T \in L^{VT}$, $F^V=1$ means that the visual image $d \in D^V$ and the textual description $\phi \in D^T$ is relevant, otherwise irrelevant when $F^V=0$. Given $DT^V$ is the visual topic set, $DT^T$ is the textual topic set, $\alpha$ and $\beta$ are two hyper-parameters for the topic proportion and the topic-deep-word distribution, $\theta$, $\phi$ and $\theta$ are the topic distributions for each multimodal document $d$, its visual image $d^v$ and its textual description $d^t$, $\phi$ is the topic-deep-word distribution for each topic, $\gamma$ is the actual deep-word-related topics generated from $\theta$, $\text{Dir}(\cdot)$ and $\text{Mult}(\cdot)$ denotes the Dirichlet and multinomial distribution, $n$ denotes the $n^m$ deep word, and $N_d$ is the total number of deep words in the multimodal document $d$, the basic framework of our modeling is shown as follows.

1. For each visual topic $t^v \in DT^V$, sample the topic-deep-visual-word distribution over the visual deep vocabulary, i.e., $\phi^v \sim \text{Dir}(\phi^v | \theta^v)$.
2. For each textual topic $t^t \in DT^T$, sample the topic-deep-textual-word distribution over the deep textual vocabulary, i.e., $\phi^t \sim \text{Dir}(\phi^t | \theta^t)$.
3. For each visual image $\phi^v \in D^V$:
   (a) Sample the visual topic distribution $\theta^v \sim \text{Dir}(\theta^v | \alpha^v)$.
   (b) For each deep visual word $w^v, \phi^v$:
      i. Sample the visual topic assignment $z^v, \phi^v \sim \text{Mult}(\theta^v, \phi^v)$.
      ii. Sample the deep visual word $w^v, \phi^v \sim \text{Mult}(\phi^v | z^v, \phi^v)$.
4. For each textual description $\phi^t \in D^T$:
   (a) Sample the textual topic distribution $\theta^t \sim \text{Dir}(\theta^t | \alpha^t)$.
   (b) For each deep textual word $w^t, \phi^t$:
      i. Sample the textual topic assignment $z^t, \phi^t \sim \text{Mult}(\theta^t, \phi^t)$.
      ii. Sample the deep textual word $w^t, \phi^t \sim \text{Mult}(\phi^t | z^t, \phi^t)$.
5. For each linkage $F^T \in L^{VT}$ for the relationship between the visual image $d^v$ and the textual description $d^t$:
(a) Sample the linkage indicator $T^* \sim \text{Corr}(l^*, \text{corr}_v, \text{corr}_t, M^*, M')$, where $\text{corr}_v$ and $\text{corr}_t$ are the empirical topic frequencies for $d'$ and $d$, $\text{corr}_v = \frac{1}{N_{d'}} \sum a' \text{corr}_v(a', d')$ and $\text{corr}_t = \frac{1}{N_{d'}} \sum a' \text{corr}_t(a', d')$. $M' \in R^{l_t \times \text{dim}_t}$ and $M \in R^{l_v \times \text{dim}_v}$ are two mapping matrices to map the visual and textual topic distributions into one common space with the dimension of $\text{dim}_v$. $\text{Corr}(l^*)$ denotes the topic correlation between $d'$ and $d$, $\text{Corr}(l^*=1)$ is the topic correlation, while $\text{Corr}(l^*=0)$ is the pairwise topic uncorrelation.

Compared to the classical Corr-LDA, our modeling does not treat the multimodal document as a single one, but deals with the visual and textual description separately, which makes the limitation for the topic sets of different modalities looser and allows different constituents and properties for such topic sets, then the linkage $L^T$ is utilized to link two empirical topic distributions of the visual image and the textual description, as shown in Figure 3:

![Figure 3. Comparison between the Corr-LDA modeling and ours.](image)

Based on the above modeling assumption, a joint probabilistic topic model can be built to maximize the likelihood of the observed multimodal documents, which is defined as:

$$P(D^v, D^t, L^T) = \prod_{i \in d\in D^v} \prod_{j \in d\in D^t} \prod_{l^T \in L^T} P(a^v_i, a^t_j, l^T)$$

where $P(a^v_i, a^t_j, l^T)$ is the probability of the topic assignment $l^T$ to the multimodal document $d_i$.

4.2 Cross-Modal Correlation Learning

Due to the topic heterogeneity for different modalities, directly learning the topic correlation over multimodal topic distributions becomes computationally intractable. Thus we adopt a cross-modal correlation mechanism by projecting multimodal topic distributions into a common space and make sure that the cross-modal correlation can be maximized.

As the important part in computing the multimodal topic correlation probability function $\text{Corr}(l^*)$, the mapping matrices $M$ and $M'$ aim at mapping the heterogeneous topic distributions into a common space. For the visual topic distribution $Z_{av}$ and the textual topic distribution $Z_{at}$, $f$ and $f'$ based on two commonly-used vector correlation evaluation patterns, shown as follows:

$$\text{Corr}(l^*) = \left\{ \begin{array}{ll}
\text{sigmoid}(f^v - f'^t), & l^v = 1 \\
(1 - \text{sigmoid}(f^v - f'^t)), & l^v = 0 \\
(0.5 + 0.5 \times \text{cosine}(f^v, f'^t)), & l^v = 1 \\
(0.5 - 0.5 \times \text{cosine}(f^v, f'^t)), & l^v = 0
\end{array} \right.$$  \hspace{1cm} (4)

where $\text{Pattern 1}$ utilizes the sigmoid function to map the dot product value into $[0, 1]$, and $\text{Pattern 2}$ computes the topic correlation by normalizing the cosine similarity of two vectors.

4.3. Related Model Inference

Since the exact inference of topic model is generally intractable, some approximate strategies are usually conducted in the model inference. Thus we adopt the collapsed Gibbs sampling to infer the model parameters due to its simplicity and effectiveness [25].

The Gibbs sampling aims at inferring the latent topic for each deep word in each multimodal document. We first compute the marginal probability distribution of the observed deep words, topic assignments and linkages by integrating the other latent variables, shown as follows:

$$P(z^v, z^t, d^v, d^t, l^T) = \prod_{i \in d_{\in D^v}} \prod_{j \in d_{\in D^t}} \prod_{l^T \in L^T} \text{P}(a^v_{di}, a^t_{dj}, l^T)$$

where $m, n$ is the number of the topic $t$ in the related document $d$, and $m_{a, v}$ is the number of the deep word $w$ assigned to $t$. Based on this probability distribution, we can further deduce the single-variable probability distribution of the topic assignment $z$ for the Gibbs sampling. The sampling rules for $z'$ and $z^t$ are defined as:

$$P(z'^v_{a', v'}, d^v, d^t, l^T) = \prod_{l^T \in L^T} \text{Corr}(l'^v, l^v) \prod_{l^T \in L^T} \text{Corr}(l'^t, l^t)$$

where $l'^v$ and $l'^t$ are the topic correlations for $d^v$ and $d^t$, respectively.

$$P(z'^t_{a', t'}, d^v, d^t, l^T) = \prod_{l^T \in L^T} \text{Corr}(l'^v, l^v) \prod_{l^T \in L^T} \text{Corr}(l'^t, l^t)$$

where $l'^v$ and $l'^t$ are the topic correlations for $d^v$ and $d^t$, respectively.

$$P(z'_{a', d_{\in D^v}}) = \frac{\sum_{l^T \in L^T} \text{Corr}(l'^v, l^v) \prod_{l^T \in L^T} \text{Corr}(l'^t, l^t) \prod_{l^T \in L^T} \text{Corr}(l'^v, l^v)}{\sum_{l^T \in L^T} \prod_{l^T \in L^T} \text{Corr}(l'^v, l^v) \prod_{l^T \in L^T} \text{Corr}(l'^t, l^t)}$$
where \( \tilde{m}_{d,t} \) denotes the occurrence number of the topic \( t \) in the document \( d \) excluding the current deep word; similarly \( \tilde{m}_{t,w} \) denotes the occurrence number of the deep word \( w \) assigned to the topic \( t \) excluding the current deep word. As described in Formula (5), the mapping matrices \( M \) and \( M' \) can be updated in each sampling iteration by using the gradient descent method to get the optimized values. With the statistics of the topic assignment \( z \) acquired in the sampling process, the other latent variables like \( \phi^1 \), \( \phi^2 \), \( \theta^1 \), \( \theta^2 \) can be computed as:

\[
\theta^1_{d,z,t} = \frac{m^1_{d,z,t} \theta^1_{d,t}}{\sum_{z_{d,t} = 1} m^1_{d,z,t} \theta^1_{d,t}} , \quad \theta^2_{d,z,t} = \frac{m^2_{d,z,t} \theta^2_{d,t}}{\sum_{z_{d,t} = 1} m^2_{d,z,t} \theta^2_{d,t}}
\]

\[
\phi^1_{t,w} = \frac{m^1_{t,w} \phi^1_{t,w}}{\sum_{w_{t,w} = 1} m^1_{t,w} \phi^1_{t,w}}, \quad \phi^2_{t,w} = \frac{m^2_{t,w} \phi^2_{t,w}}{\sum_{w_{t,w} = 1} m^2_{t,w} \phi^2_{t,w}}
\]

5 EXPERIMENT AND ANALYSIS

5.1 Dataset and Evaluation Metrics

Our dataset is established based on two benchmark datasets of Nus-Wide (Nus) [26] and Wiki_10cats (Wiki) [12]. The Nus-Wide dataset is collected from the Flickr website, which contains 269,648 images with 1,000-dimensional tags and 81-dimensional concepts. Each image in Nus-Wide is annotated with several user-defined tags. As the work in [3], we only select those image-text pairs that belong to the 10 largest categories. As a result, we get 20,000 image-annotation pairs for training, 1,000 pairs for verification and 4,000 pairs as testing queries. As for Wiki_10cats, all the image-text pairs are collected from the Wikipedia’s “featured articles”, which is a continually updated collection of articles selected by Wikipedia’s editors. These articles are accompanied by one or more pictures from Wikimedia Commons. In our work, 1,866 Wikipedia multimodal documents from the 10 most populated categories are selected for our experiment, with 2,173 pairs for training, 200 pairs for verification and 693 pairs as testing queries. In addition, each image/annotation or description in both datasets is represented as a 500-dimensional bag of deep visual/textual words by a specific grid search method.

To evaluate the effectiveness of our algorithm, the ground truth image-description correlation is considered to measure the official criteria of Precision-Recall (P-R) curves and Mean Average Precision (MAP) for cross-media retrieval. Cross-media retrieval allows different retrieval manners with the original queries in different modalities, that is, image query-to-text retrieval (return all the relevant texts for the given image query) or text query-to-image retrieval (return all the relevant images for the given text query). To measure the average performance of different retrieval manner, AMAP (the average MAP for both retrieval manners) is also used as an evaluation criterion in our experiment. The ranking score for such different retrieval manners can be defined as:

\[
\text{RankingScore(image query \rightarrow text)} = \text{RankingScore}(d|d^*) = \frac{T_{user}(d^*|d) \theta^1_{d,t} \theta^2_{d,t} m^1_{d,t} m^2_{d,t}}{\sum_{d^*} T_{user}(d^*|d) \theta^1_{d,t} \theta^2_{d,t} m^1_{d,t} m^2_{d,t}},
\]

\[
\text{RankingScore(text query \rightarrow image)} = \text{RankingScore}(d^*|d) = \frac{T_{user}(d|d^*) \phi^1_{t,w} \phi^2_{t,w} m^1_{t,w} m^2_{t,w}}{\sum_{d^*} T_{user}(d|d^*) \phi^1_{t,w} \phi^2_{t,w} m^1_{t,w} m^2_{t,w}}
\]

where \( m' \) and \( \tilde{m}' \) are obtained through Formula (5) in the training process; and \( \theta^1_0 \) is the topic distribution for the test document \( d \), which can be calculated by aggregating all the word-topic distribution for each word in \( d \) based on the topic-word distribution \( \phi \) obtained through Formula (8) in the training process.

5.2 Experiment on Cross-Modal Topic Correlation Model

Our cross-modal topic correlation model is created by integrating Deep Multimodal Document Representation (DMDR), Relational Topic Correlation Modeling (RTCM), and Cross-Media Correlation Learning (CMCL). To show the effect of each part, we focus on investigating the whole performance of our cross-modal topic correlation model for cross-media retrieval. We compare the performance rising speeds for different scheme settings of DMDR, RTCM and CMCL, which implies the effectiveness difference between the general topic correlation modeling without DMDR, RTCM or CMCL and our proposed modeling with the integration of these three components. The related experimental results for cross-modal topic correlation model with different scheme settings are shown in Figure 4~6.

![Figure 4. The experimental results on our model with different scheme settings of DMDR, in which we take the representation with raw visual and textual words as the baseline (Baseline_RWW&RTW) and make a comparison to DMDR with deep visual and raw textual words (DMDR DVW&RRTW), DMDR with raw visual and deep textual words (DMDR RWW&DTW) and DMDR with deep visual and textual words (DMDR DVW&DTW).](image-url)
Wiki_10cats, the results on Nus-Wide appear less performant on the whole P-R curves, while better on the MAP values that are measured with the performance statistics for the top-50 ranking results. Overall, the performance difference for Nus-Wide and Wiki_10cats is not obvious, which reflects the performance advantage to some degree. Due to the differences between these two datasets, we do not compare two patterns of DMDR_RVW&DWT and DMDR_DVW&DWT on Nus-Wide. Nus-Wide is a typical social annotated image dataset with discrete tags in each textual annotation, and these discrete annotation tags are independent and meaningful for describing images, so we just use the raw text words in our experiment. While Wiki_10cats is a Wikipedia featured article dataset with successive narrations in each textual description, there are a lot of redundant information in the raw documents, so the deep textual words are applied in Wiki_10cats. As shown in Figure 4, the same conclusions as above can be drawn from the P-R curves and MAP values for both Image Query-to-Text and Text Query-to-Image retrieval on Nus-Wide and Wiki_10cats, which show the consistence of our model on the performance indicators for different cross-media retrieval manners. These results are consistent with what we expect given deep affluent feature descriptions for multimodal documents.

It can be viewed from Figure 5 that the best performance can be achieved on both Nus-Wide and Wiki_10cats when the numbers for visual and textual topics are under different settings. This confirms the advantage of our modeling mechanism with the basis assumption that the topics in different modalities are heterologous. Meanwhile, we can find that the best performance can be obtained when the number of visual topics is more than the number of textual topics, which indicates the deep feature information involved in the visual image is richer than that in the textual description on both Nus-Wide and Wiki_10cats. In addition, we also observe that the best performance on Nus-Wide can be acquired when the visual and textual topic numbers are set as 40 and 80 respectively, while on Wiki_10cats the best performance can be implemented when the visual and textual topic numbers are set as 60 and 100 respectively. It’s obvious that the topic numbers utilized on Nus-Wide is smaller than those on Wiki_10cats, which is also due to the structural differences between these two datasets as mentioned above, and the contents in Wiki_10cats are more complicated and diverse.

It can be found from Figure 6 that for the cross-modal topic correlation model with CMCL on Nus-Wide and Wiki_10cats, we can obtain the best performance (MAP=0.5096) in the evaluation pattern of fusing CMCL_Sigmoid with DMDR and RTCM. In comparison with the baseline Corr-LDA model [9], which has the tight restriction that the topic distributions for different modalities

Figure 5. The experimental results on our model with different scheme settings of RTCM, in which we introduce the density graph to show the AMAP values for the average performance of cross-media retrieval with different numbers of visual and textual topics.

5.3 Comparison with Existing Approaches

Compared to the common topic correlation methods in recent years, our approach is a new exploration for taking full advantage of deep information in cross-modal topic correlation measurement. To give full exhibition to the superiority of our topic correlation model, we have also performed a comparison between our method and the other existing classical approaches in recent years. Three approaches developed by Blei et al. (2003) [9], Pereira et al. (2014) [27] and Wang et al. (2014) [3] respectively are analogous with ours to some
It can be found from Table 1 that for the topic correlation models on *Nus-Wide* and *Wiki_10cats* by Blei/Pereira/Wang et al.’s approaches, we can obtain the best $\text{AMAP}$ values of 0.3902, 0.4022 and 0.4352 in the evaluation pattern of *Original*+DMDR respectively. The main reason is that when considering the deep multimodal feature attributes all these three approaches can explore more precise multimodal topic distribution information for topic correlation measurement and then the relatively better $\text{AMAP}$ values can be obtained on both *Nus-Wide* and *Wiki_10cats* in comparison with their original performance exhibitions (i.e., *Blei/Pereira/Wang (Original)*). This obviously confirms the prominent role of our DMDR in the topic correlation modeling. Comparing the results of *Blei/Pereira/Wang (Original)* and our baseline model with $\text{No}_\text{DMDR}$+RTCM+CMCL, we can find the best $\text{AMAP}$ value of 0.2890 appears in the results of our model, which is obviously higher than those $\text{AMAP}$ values of 0.2479, 0.2874 and 0.2673 for *Blei/Pereira/Wang (Original)* respectively. This implies that our cross-modal topic correlation modeling mechanism with RTCM and CMCL is feasible for facilitating more effective topic correlation evaluation and optimization. Compared to the improved Blei/Pereira/Wang et al.’s approaches that integrate with DMDR, our model with DMDR, RTCM and CMCL can still present the better performance on both *Nus-Wide* and *Wiki_10cats*, and the best $\text{AMAP}$ value of 0.4614 differs greatly from those of Blei/Pereira/Wang et al.’s. This indicates that our approach is really superior to Blei/Pereira/Wang et al.’s, and also further confirms that our cross-modal topic correlation model with DMDR, RTCM and CMCL is exactly a better way for determining cross-modal image-description topic correlation and can support cross-media retrieval with queries in different modalities more effectively. From the view of computational load performance, the retrieval efficiency of our model is high during the process of cross-media retrieval, and can meet the demand of real-time response.

### 5.4 Analysis and Discussion

Through the analysis for the topic correlated image-description linkages with failure, it can be found that the modeling quality is highly related to the following aspects. (1) The modeling effect is closely associated with the appropriate representation for multimodal document. It’s easier to introduce superficial and noisy information for images and descriptions, which will seriously affect the whole retrieval performance. (2) For multimodal topic model modeling, it’s helpful to integrate the topic generation and cross-modal topic correlation analysis into one model, which can adaptively generate the latent topics related to both visual contents and textual information. (3) In some multimodal documents, the textual description has very weak correlation to the visual image content, which leads to the huge semantic topic gap between images and descriptions. It’s hard for such documents to successfully implement precise cross-modal topic correlation measurement. This may be the stubbornest problem. (4) The modeling effect is greatly influenced by the topic distribution and number, but such important information may be changed dynamically. It’s better to establish the adaptive strategy for finding the optimal settings.

### 6 CONCLUSIONS AND FUTURE WORK

A new cross-modal topic correlation model is implemented to exploit multimodal correlations between visual images and textual descriptions to enable more effective cross-media retrieval for large-scale multimodal documents. The deep words are conducted to discover deep features for multimodal document representation. A relational topic correlation modeling scheme is designed to achieve more precise characterization of multimodal correlations. An efficient learning mechanism is established to achieve more objective decision-making for cross-modal image-description topic correlation. Our future work will focus on adding supervised information to our model and making our system available online, so that more Internet users can benefit from our research.
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