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STATISTICAL MACHINE TRANSLATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application claims priority to US. Provisional Appli 
cation Ser. No. 60/368,851, ?led on Mar. 28, 2002, Which is 
hereby incorporated by reference. 

ORIGIN OF INVENTION 

The research and development described in this application 
Were supported by DARPA-ITO under grant number 
N66001-00-1-8914. The US. Government may have certain 
rights in the claimed inventions. 

BACKGROUND 

Machine translation (MT) is the automatic translation, for 
example, using a computer system, from a ?rst language (a 
“source” language) into another language (a “target” lan 
guage). Systems that perform an MT process are said to 
“decode” the source language into the target language. From 
an end-user’s perspective, the MT process is relatively 
straight-forWard. The MT process receives as input a source 
sentence (or “string” of Words) and after processing the input 
sentence, outputs a translated sentence in the target language. 
One type of MT process is referred to as a statistical MT 

decoder. Conventional statistical MT decoders may include a 
language model (LM) and a translation model (TM). 

SUMMARY 

According to an aspect of this invention, a method includes 
detecting a syntactic chunk in a ?rst string in a ?rst language, 
assigning a syntactic label to the detected syntactic chunk in 
the ?rst string, aligning the detected syntactic chunk in the 
?rst string to a syntactic chunk in a second language string, 
said aligning based on the assigned syntactic label, and trans 
lating each Word from the ?rst string into a second Word 
corresponding to a possible translation in the second lan 
guage. 
One or more of the folloWing features may also be 

included. Grouping at least tWo Words from the ?rst string 
based on part of speech identi?ers tagged to the at least tWo 
Words. De?ning connections betWeen the detected syntactic 
chunk in the source string to a chunk in the second string. 
Determining connections based on a chunk mapping table, 
the chunk mapping table using pre-de?ned connections based 
on syntactic chunk labels. De?ning a connection betWeen the 
detected chunk from the ?rst string to at least tWo non-adja 
cent chunks in the target string. De?ning a connection of at 
least tWo detected chunks from the source string to a single 
chunk in the target string. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a ?owchart of a linguistic statistical translation 

(LST) process. 
FIG. 2 illustrates an exemplary source and target sentence. 
FIG. 3 illustrates a sentence-level chunk reordering table 

corresponding to the sentences of FIG. 2. 
FIG. 4 illustrates chunk mapping alignment tables corre 

sponding to FIGS. 2-3. 
FIG. 5 illustrates Word translations corresponding to FIGS. 

1-4. 
FIG. 6 shoWs a second embodiment of a LST process. 
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2 
DETAILED DESCRIPTION 

A statistical MT system as described herein may be mod 
eled as three separate parts: (1) a language model (LM) that 
assigns a probability P(e) to any target string of Words, (2) a 
translation model (TM) that assigns a probability P(fl e) to any 
pair of target and source strings, and (3) a decoder that deter 
mines translations based on the assigned probabilities of the 
LM and TM. 
A conventional MT system may translate source sentences 

into target sentences by making a series of Word-based deci 
sions. The Word-based decisions may include a translation 
decision Where each source Word is translated to a target 
Word. A mapping (“alignment”) decision may also be per 
formed for each translated Word, e. g., mapping multiple 
source Words to a single target Word-based on a determined 
fertility of the translated source Word. A rearrangement (“dis 
tortion”) decision may also be performed, e.g., re-arranging 
the order of Words from a source sentence to translated Words 
in the corresponding target sentence. The translation, map 
ping and distortion decisions are based on Weighted prob 
abilities determined during the translation process. 
Some source sentences pose translational challenges that 

are not handled Well by conventional Word-based MT sys 
tems. For example, translational challenges include the trans 
lation of phrases, restructuring sentences for syntactical rea 
sons, and translations of non-adj acent Words into single 
Words or phrases in the target sentence. 

FIG. 1 depicts a linguistic statistical translation model 
(LST) process 10 that includes receiving (15) a source sen 
tence to be translated, assigning (20) a “part of speech” (POS) 
tag(s) for each source Word in a source sentence, and detect 
ing (30) syntactic “chunks” included in the source sentence. 
LST process 10 also includes actions (40), (50) and (60) that 
are based, in part, on the assigned POS tag(s) and/ or the 
detected syntactic chunk(s). The use of POS tag(s) and/or 
syntactic chunk(s) in process 10 alloWs for improved trans 
lations of source to target sentences, and, in particular 
improved string translations of the translational challenges 
identi?ed previously. 
A POS tag refers to an identifying symbol that represents a 

type of Word, e.g., a “VVFIN” symbol may be tagged to a 
?nite verb. An exemplary set of POS tags that may be used in 
process 10 is referred to as the “Penn Treebank Tag set”, and 
described in Mitchell P. Marcus, Beatrice Santorini, and Mary 
Ann MarcinkieWicZ: “Building a Large Annotated Corpus of 
English: The Penn Treebank”, in Computational Linguistics, 
Volume 19, Number 2 (June 1993), pp. 313-330 (Special 
Issue on Using Large Corpora), Which is hereby incorporated 
by reference. 

Chunking refers to the grouping of non-recursive verb, 
noun, prepositional, or other phrases in a sentence. Chunking 
may include detecting groupings in a source sentence and the 
output of chunks combinations in a target sentence. The con 
cept of chunking is discussed inAbney, S. (1991) “Parsing by 
chunks”, In Robert BerWick, Steven Abney, and Carol Tenny: 
Principle-Based Parsing. KluWer Academic Publishers. 

Still referring to FIG. 1, LST process 10 includes receiving 
(15) an input source sentence to be translated, tagging (20) 
each Word in the source sentence With a POS tag, detecting 
(30) syntactic chunks (e.g., phrases) in each source sentence, 
sentence-level chunk reordering (40), mapping (50) detected 
source chunks to target chunks in the target sentence, and 
translating (60) each Word from the source to target sentence. 
The Word translations produced by action (60) may be further 
re?ned by use of an optional target language model (70). 
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FIG. 2 shows an exemplary source sentence 100 With each 
Word having an associated POS tag 110-116 generated during 
action (20), and detected syntactic chunks 101-105 generated 
during action (30). Detected chunks 101-105 also include 
syntactic labels, e.g., “N, V, N, V and I”, respectively. Syn 
tactic labels refer to the syntactic portion of a sentence for the 
detected chunk, for example, “N” may refer to a base noun 
phrase, “V” may refer to a verb complex, “P” may refer to a 
base prepositional phrase, “A” may refer to an adjective, “F” 
may refer to a function Word, and “I” may refer to punctua 
tion. 

Sentence-level chunk re-ordering (40) de?nes connections 
120-125 betWeen each source chunk 101-106 and a corre 

sponding target chunk 130-134 that Will be included in the 
target sentence 150. In many cases, the target chunks are 
re-ordered relative to the source chunks. This reordering may 
be based upon templates that de?ne likely connections 
betWeen detected syntactic chunks to corresponding syntactic 
chunks in a target sentence. Connection(s) may be single 
valued or multi-valued (e.g., one-to-one, many-to-many, or 
one-to-many, etc.). FIG. 3 shoWs a chunk connection table 
160 that is representative of the connections 120-125 betWeen 
source chunks 101-105 and target chunks 130-134, corre 
sponding to those shoWn in FIG. 2. 

FIG. 4 shoWs chunk mapping tables 170, 180, 190 and 200 
that are representative of the chunk mappings created by 
action (50) of process 10 as applied to exemplary sentence 
100. Chunk mapping refers to the alignment of each source 
chunk to a target chunk and may be referenced in terms of the 
POS tag of Words in the source chunk and Words in the target 
chunk. For example, as shoWn in table 170, source POS tags 
110 (“ART”) and 111 (“NN”) are aligned to target POS tags 
140 (“DT”) and 141 (“NNP”). Chunk mappings may align 
multiple chunks (“complex chunks”) to single chunks or 
other complex chunks. For example, as shoWn in table 190, 
source chunk 103 is aligned to a complex chunk including 
target chunk 130 and 131. Non-adjacent chunks from the 
source sentence 110 may be combined into a single chunk, for 
example, as shoWn in table 180, combining chunks 102 and 
104 into target chunk 132. 

As described previously, each complex chunk may be 
“labeled” With an assigned syntactic chunk label. This label 
ing may alloW improved reordering of chunks at the sentence 
level, since the syntactic label may identify their syntactic 
role in a sentence. 

Process 10 then translates (60) the source Words from the 
source language sentence to Words for the target language 
sentence. Word translation may be determined, in part, on the 
part-of-speech assigned to the corresponding source Word 
(selected by the chunk mapping), e.g., restricting a selection 
of a Word corresponding to the assigned POS tag. FIG. 5 
depicts the performance of action (60) from process 10, e.g., 
depicting Word translations corresponding to the example 
shoWn in FIGS. 1-4. 

In an embodiment, instead of generating target language 
Words by individual Word translations, a complex chunk may 
be translated by exact phrase lookup. In more detail, if an 
entire source chunk is determined to be a knoWn phrase, the 
entire source chunk may be translated as the knoWn phrase. 
For example, as shoWn in FIG. 2, if the Words included in 
source chunk 103 “der Agrarausschuss” is a knoWn phrase, it 
may be translated directly into the Words in target chunks 
130-131 “the sub-committee for agriculture”. Exact phrase 
lookup alloWs for the translation of idiomatic phrases that are 
not easily translated using Word-based translations. 
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4 
Process 10 may include an optional target language model 

(70) that is performed to provide additional ?uency improve 
ments to the target sentence. 

Mathematical Formulation of Process 10 
The operations of LST process 10 may be modeled math 

ematically, for example, modeled on a set of probability 
determinations. The mathematical model of process 10 that 
folloWs includes a formulation that folloWs the noisy channel 
model. In more detail, this means that instead of estimating 
p(elf) directly (e.g., the best translation e for an input string f), 
Bayes rule is applied to maximiZe p(f|e) x p(e). Therefore, 
this splits the model into tWo parts: a translation part p(f|e) 
and a language model p(e). For the language part, a trigram 
language model may be used. 
The translation part is decomposed into sentence level 

reordering (SLR), chunk mapping (CM) and Word transla 
tions (W), and may be modeled With the folloWing probability 
equation: 

Since POS tagging and chunking is deterministic, e repre 
sents not only Words of the target string, but also their POS 
and groupings into chunks. The sentence level chunk reorder 
ing (SLR) and Word reordering Within chunks (CM) may be 
performed using templates, for example, using templates rep 
resentative of the information from the tables shoWn in FIGS. 
3 and 4. Word translation (W) may be accomplished using a 
Word-by-Word translation table. 

Direct application of the three probability equations above 
may be problematic due to sparse data. Therefore the three 
conditional probability distributions may be simpli?ed, as 
folloWs: 
p(SLR) may be conditioned only on each target chunk label 

sequence; 
p(CMi) may be conditioned only on the relevant source and 

target chunk labels, and the target POS tags; 
p(WZ-J) may be conditioned only on the relevant target POS 

tag and Word. 
Each Word alignment in a chunk mapping is factored in 

With a Word translation probability. Unaligned source Words 
are factored in With the probability p(fXIZFERTfDOSk). 
Unaligned target Words are factored in With the probability 
p(NlJLLlek’ 111-05k) 

Instead of decomposing the chunk mapping into Word 
translations, a direct phrase lookup may be performed, Which 
is modeled by the folloWing equation: 

Parameters for the Word alignments may be determined 
using a so-called parallel corpus method in Which text in a 
source language string (a ?rst corpus) is aligned to translated 
text in a target language string (the second corpus). These 
alignments establish correspondences betWeen source Words 
in the source string and the target string. Both sides of the 
parallel corpus may also be POS tagged and chunked. 
Chunk mappings may be determined using a parallel cor 

pus method, for example, if a source chunk and a target chunk 
contain a source Word and a target Word that are aligned to 
each other, the tWo chunks are connected. Chunks that con 
tain no aligned Words may be attached to other chunks based 
on a set of rules, for example, adverbs are attached to a 
folloWing verb chunk if they are unaligned, or commas are 
attached to a folloWing function Word if they are unaligned, 
and so forth. 

A transitive closure may then be performed on any chunk 
alignments, for example, using the folloWing rule set: If 
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chunk fl- is aligned With ex, is aligned With ex, and chunk fl- is 
aligned With ey, then chunk is considered aligned With ey, 
even if they do not contain any Words aligned to each other. 
The transitive closure ensures a one-to-one mapping betWeen 
complex chunks in a source sentence and a target sentence. 

Aligning a parallel corpus based on the above formulations 
alloWs statistics to be collected on Word translations (includ 
ing P(fk|ZFERT,fD0Sk) and p(NULL|ek,fP0Sk)), complex chunk 
mappings, and sentence level reordering. Conditional prob 
ability distributions may then be collected by maximum like 
lihood estimation. Since the data for exact phrase lookup is 
highly noisy, the probabilities may be smoothed. 

In an embodiment, the translation part of the model (e.g., 
“decoding”) may be performed in tWo steps: First a sentence 
level template (SLT) for each sentence level chunk reordering 
is generated. Second, a target translation is constructed a 
Word at a time from left to right. This is repeated for the top n 
SLT for each given source chunk sequence. Ultimately, the 
translation With the overall best score is selected as a system 
output. 

The construction of a target sentence for a given sentence 
level template (SLT) may be implemented by a Viterbi search 
using dynamic programming. In this case, chunk mapping 
templates are selected as needed. Then Word slots are ?lled 
With use of a Word-by-Word translation table and a language 
model. At the end of each complex chunk, information about 
Which chunk mapping template Was used may be discarded. 
In some implementations the construction of the target string 
may include the insertion of a NULL Word. 

HoWever, for each partial translation (or hypothesis), the 
folloWing information is maintained: 

last tWo Words created (needed by the language model); 
current chunk mapping template, if not complete; 
current score (‘score’ refers to the product of the combined 

probabilities of partial translation decision, chunk map 
ping decisions, etc.) 

back pointer to best path; 
position of last chunk; 
position of last Word created Within chunk; 
“stacked chunk mapping templates” 
Stacked chunk mapping templates refers to information 

needed When a disconnected complex chunk is ?lled in the 
target translation: for example, if the SLT calls for the creation 
of a “V+P” chunk, With additional material betWeen “V” and 
“P”. In this case, the information about the chunk mapping 
template that Was selected has to be carried through betWeen 
the “V” and “P”, until it is completely ?lled. 

The complexity of the hypothesis space at any given posi 
tion in a target sentence may be represented as O(V 2C1“), 
WithV being the vocabulary siZe, C the number of applicable 
chunk mapping templates, and s the number of stacked chunk 
mapping templates. 

The model may be simpli?ed by restricting translations to 
contiguous complex chunks in the target language, Which 
eliminates the need for stacked chunk mapping templates. 
This simpli?es the complexity equation to O(V2C)at any 
given position. This also assures that, in respect to sentence 
length, decoding has linear complexity. 

FIG. 6 shoWs an embodiment of an LST process 100 that is 
modeled upon the equations and formulations discussed pre 
viously. In this example, LST process 100 includes a loop 
(135, 140, 150, 160 and 170) that is repeated n times for n 
different sentence level templates. 
A number of embodiments have been described. Neverthe 

less, it Will be understood that various modi?cations may be 
made Without departing from the spirit and scope of the 
invention. For example, chunk mapping errors may be caused 

25 

30 

35 

45 

50 

55 

60 

65 

6 
by source Words that translate into multiple target Words. This 
type of error may be avoided or reduced by adding fertility 
features, or further preprocessing of compound nouns. As 
another example, Word translation may be performed by use 
of a probabilistic Word translation method, e.g., a “T-Table” 
translation method. As another example, there may be not 
suf?cient statistics to reliably estimate sentence level tem 
plates (SLT). Therefore, other estimations may be used, for 
example, clause level templates, or using a method that 
decomposes the sentence level chunk translation step into a 
number of chunk segmentation and translation decisions. 

Accordingly, other embodiments are Within the scope of 
the folloWing claims. 

The invention claimed is: 
1. A computer implemented method, the method compris 

ing: 
assigning a part of speech identi?er to each Word in a 

source string, the source string in a ?rst language; 
detecting a ?rst sequence of syntactic chunks in the source 

string, the syntactic chunks each comprising at least one 
of the Words; 

assigning a syntactic chunk label to each of the detected 
syntactic chunks in the source string; 

de?ning connections betWeen each of the detected syntac 
tic chunks in the source string and at least one syntactic 
chunk of a sequence of syntactic chunks in a target 
string, the target string being a parallel translation in a 
second language of the source string, said de?ning com 
prising determining connections based on a chunk map 
ping table, the chunk mapping table using pre-de?ned 
connections based on the assigned syntactic chunk label; 

mapping each Word in the detected syntactic chunks in the 
source string to each Word in the syntactic chunks in the 
target string, said mapping based on a Word mapping 
table and the part of speech identi?er; 

translating by a computer an input string in the ?rst lan 
guage into a translation in the second language based on 
the chunk mapping table and the Word mapping table, 
and 

outputting the translation using the computer. 
2. The method of claim 1, Wherein assigning the syntactic 

chunk label comprises assigning based on the assigned part of 
speech identi?er of the at least one of the Words in the source 
string. 

3. The method of claim 1, Wherein de?ning connections 
comprises de?ning a connection betWeen the detected chunk 
from the source string to at least tWo non-adjacent chunks in 
the target string. 

4. The method of claim 1, Wherein de?ning connections 
comprises de?ning a connection of at least tWo detected 
chunks from the source string to a single chunk in the target 
string. 

5. The method of claim 1, Wherein translating comprises 
including at least tWo Words in the target string that corre 
sponds to a single Word in the source string. 

6. The method of claim 1, Wherein translating comprises 
translating phrases. 

7. The method of claim 1, further comprising: 
applying a language model to the source string, the lan 

guage model based upon the language of the target 
string. 

8. The method of claim 1, further comprising: 
determining a probability of said mapping. 
9. The method of claim 1, Wherein translating comprises 

inserting at least one NULL Word in the target string. 
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10. A computer readable storage medium having stored 
thereon a program, the program being executable by a pro 
cessor for performing a method, the method comprising: 

assigning a part of speech identi?er to each Word in a 
source string, the source string in a ?rst language; 

detecting a ?rst sequence of syntactic chunks in the source 
string, the syntactic chunks each comprising at least one 
of the Words; 

assigning a syntactic chunk label to each of the detected 10 
syntactic chunks in the source string; 

de?ning connections betWeen each of the detected syntac 
tic chunks in the source string and at least one syntactic 
chunk of a sequence of syntactic chunks in a target 
string, the target string being a parallel translation in a 
second language of the source string, said de?ning com 
prising determining connections based on a chunk map 
ping table, the chunk mapping table using pre-de?ned 
connections based on the as signed syntactic chunk label; 20 

mapping each Word in the detected syntactic chunks in the 
source string to each Word in the syntactic chunks in the 
target string, said mapping based on a Word mapping 
table and the part of speech identi?er; and 

translating by a computer an input string in the ?rst lan- 25 
guage into a translation in the second language based on 
the chunk mapping table and the Word mapping table. 

11. The computer readable medium of claim 10, Wherein 
assigning the syntactic chunk label further comprises assign 

8 
ing the syntactic chunk label based on the assigned part of 
speech identi?er of the at least one of the Words in the source 
string. 

12. The computer readable medium of claim 10, Wherein 
de?ning connections comprises de?ning a connection 
betWeen the detected chunk from the source string to at least 
tWo non-adjacent chunks in the target string. 

13. The computer readable medium of claim 10, Wherein 
de?ning connections comprises de?ning a connection of at 
least tWo detected chunks from the source string to a single 
chunk in the target string. 

14. The computer readable medium of claim 10, Wherein 
translating comprises including at least tWo Words in the 
target string that corresponds to a single Word in the source 
string. 

15. The computer readable medium of claim 10, Wherein 
translating comprises causing a machine to translate phrases. 

16. The computer readable medium of claim 10, Wherein 
the method further comprises: 

applying a language model to the source string, the lan 
guage model based upon the language of the target 
string. 

17. The computer readable medium of claim 10, Wherein 
the method further comprises: 

determining a probability of said mapping. 
18. The computer readable medium of claim 10, Wherein 

translating comprises causing a machine to insert at least one 
NULL Word in the target string. 

* * * * * 
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