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Abstract
Classifying pictures into one of several semantic categories is a classical image understanding problem. In this paper, we present a stratified approach to both binary (outdoor-indoor) and multiple category of scene classification. We first learn mixture models for 20 basic classes of local image content based on color and texture information, then apply them to a test image, and produce 20 probability density response maps (PDRM) indicating the likelihood that each image region was produced by each class. We further extract some very simple features from those PDRMs, and use them to train a bagged LDA classifier for 10 scene categories. To test this classification system, we created a labeled database of 1500 photos taken under very different environment and lighting conditions, using different cameras, and from 43 persons over 5 years. The classification rate of outdoor-indoor classification is 93.8%, and the classification rate for 10 scene categories is 90.1%.

1. Local Image Processing: Learn a discriminative density model for patch level texture-color description of 20 materials.

2. Global Image Processing: Compute 20 materials' support maps in an image level and their according moment features.

3. Scene Classification: Use bootstrapping and random subspace method to generate random LDA classifiers and bagging for classification.

4. What can be wrong?

Contributions:
1. An efficient, yet effective, approach for scene recognition for both indoor-outdoor and multiple photo categories, based upon a challenging photo database.
2. A discriminative density model that achieves a good balance of discrimination and smoothness over large scale image patch data.
3. The use of moment features of PDRMs as an effective image-level representation for scene classification, and the bagging method to combine bootstrapping and random subspace generated LDA classifiers (useful especially for 10 category scene recognition).

Discussion:
1. Supervise Learning VS. Unsupervised Learning: although we have used supervised methods to create the local image patch classifiers, a practical system would like learn at least some of these classifiers using unsupervised methods. However we believe that the supervised material detectors provide the best scene recognition performance, and as such provide a “benchmark” against which unsupervised methods can be evaluated.
2. Online Learning: we also plan to investigate a hybrid approach where classified images are used as labeled data to compute an initial LDA projection, which is then subsequently refined with new, unlabeled images using iterative LDA-GMM.
3. Non-parametric Discriminant Analysis (proposed in [34]) will be tested as a means to generalize our LDA approach to a more comprehensive image database which may contain thousands of various kinds of photos.