Toward Interactive Dictation

Belinda Z. Li, Jason Eisner, Adam Pauls, Sam Thomson

Microsoft Semantic Machines Il Massachusetts Institute of Technology

Task Overview Dataset: TERTiIUS

e Current systems for dictation and editing-by-voice > Dialogues Segments
onlv supvort (1) limited. inflexible edit commands (a) ASR Q ))>>>_' Attached are the espeak events. Capitalize the S&E speak. Please review. Task Description Dict. Cmd. Total
y Supp : , 7N p p p ) p
which (2) must be invoked through tT?:gg(iT words. 1. Segmentation Model ./ Replicate doc Exactly recreate an e.majll 372 473 1453 1926
(b) Segmentation ;[ Dictar ' c E SEG Dictar ]: Elaborate doc Expand a terse description 343 347 473 820
e We introduce a new task, Interactive Dictation, i “;\lonJh P I Euz,. Olrflma;; <oF sreaklpl 3 0D of an email to a full email
o - N ttached are the espeak events. ,e speak.jriease review. J Replicate segment Exactly recreate the effect 605 139 1299 1438
that addresses these 2 limitations. We allow users of  single command seement
. L. . . L. 2. ASR Repair Step ./
to interrupt their dictation with spoken editing | —— i : P NOR sampled from demonstrations
i C ormailization / : ..
commands in open-ended natural language. 2 . of the previous two objectives
| | | Capitalize the S in eSpeak. Total 1320 059 3995 4184
@
We build a novel data .COHeCtIOIl interface and Execution 4. Interpretation Execution Table: Dataset size statistics.
collect a dataset for this task, TERTiUS. (d) Interpretation — %‘ngm e (EE)[ " Step MINT Ly Engine | -
. . o : . o How diverse/flexible is the dataset?
e We build baseline systems for the task. o . (+EB) . - /
. . @ DY D, v D, A Command action Distinct 1* tokens (TERTiUS) Distinct 1¥ tokens (DNS)
e Code and data will be released: Attacheld are the espeak Attacheld are the eSpeak | |Attached are the eSpeaIk replace 33
. events. events. events. Please review. -
https://aka.ms/tertius delete 22 5
We assume a system for the task will have the series of modules (a)-(d) presented above. On the right is insert 51 1
y P 5 .
the concrete instantiation of our system. correction 22 I
lowercase 12 1
Introduction
Data COlleCtiOn Table: Number of ways to invoke various commands, in terms of number of distinct first tokens used to invoke that
. g oy command. Comparing TERTIiUS to prior systems (Dragon NaturallySpeaking
We want to support both transcription and editing
through speech. How do we build an intuitive system Step 1: Demonstrate Dialogues Models
that allows users to flexibly interleave dictation and edit- W Seqin transeription
: : : — . Dictation Segments
? _ ? Hold ctrl” to go into command mode. _ . . . ‘ . .
ing’ How may users invoke open-ended edit commands. Pause recording. _ ® M. T5 encoder trained to perform BIOES tagging to identify command boundaries.
iL Replicate the following text: Command log: ® Myor: T5 encoder-decoder model trained to map noisy ASR segments into normalized ASR
Interactive DiCtatiOIl See Remaining Changes insertText: |- o AS h
ASR:
Attached are the eSpeak events currently scheduled for 2000. Attached are the espik events currently scheduled for 2000. Segments (repalrmg R/Speec errors).
’ (a) lease review at your convenience. ® Myt Maps normalized command ASR segments into either: (1) prog: programs which get
L_I_) < Just wanted to ask about the event on the 23rd, on Have a great day! T td ¢ state D Selected . . . .
b) © e s e arget document state 1, Lerdl o etanee segment executed by an execution engine into the end-state, or (2) state: the end-state directly.
Friday the 23vd. Is the event still on? Change “the . to edit O.
(d) - . — Respell espik as espeak. Noahed Uttrnce ui/ : 3
event” to “it”" in the last sentence. e S e EXp erlmeﬂts
Transcription output appears here... (click to edit) ::'s:rt ext: | S , .
Update Cursor Position e ——— your convenience. Actual Literal Utterance ASR Repair & Interpretation Component:
START Attached are the espeak events currently scheduled for 2000. editText: |- - Runtime vs. State EM
( ) l\ cursor = Document state after selected segment D, ASR: Metric 5 GPT3 0.55- GPT3 ©®
Output diff appears here... Capitalize the S&E speak. F1 909% _ (state)
Attached th iea]8 t tl heduled for 2000. . ]
) e e e e i e S ———rrr! [ eqmentation Seg BN %
' n 5 5 ol S Capitalize the S in eSpeak. Runti ( /t) 0.097 ~
q < ab ! Preceding output appears here... ULLIME {5/1 ) s 0.45 1
Just wanted to ask about the event on - ik even Fren - _
(b) Friday the 23rd I - Attached are the espik events currently scheduled for 2000 I prog state prog state E o
& Document state before selected segment D;_, . ASR Repair + State EM 28.3% 29.5% 38.6% 55.1% 5020 o (Prog)
(c) gu?’g Wazﬁedzgodasi a?ﬁ“t thetevir_‘hon . Interpretation Program EM 28.3% - 41.9% - o ae
rida e 23rd. Is the event still on-? . . .
g b Runtime (s/it) 1.28 3.46 5.32 6.92 ,
(d) gzsér‘g’g?i;ethOngSCkI;niibgglfhgngientn Step 2: Annotate PrOgramS for Command Segments We evaluate segmentation (top) and the ASR repair and 0.301 .{IC_?FOQ) o (state)
Niaroiael et Crararinenie] Syes et ol Y : interpretation components jointly (bottom), reporting accuracy ; : : 7 : z -
5 i Capitalize the 5 in eSpeak metrics (F1, EM) as well as runtime (in seconds per example). Runtime (s/it)
Challences: \U/ \U« For ASR repair and interpretation, we experiment with a _ _ _
5 fine-tuned T5 vs. a prompted GPT3 model, each outputting Runtlme ve: Statz ElM gf various rerF?'II'r3&
® No reserved trigger words for invoking commands — (capitalize either the end state (state) or a program to carry out the Interpretation models. Lomparing L 13 vs.
. dictati dine? h (theText command (prog). T5 and prog vs. state models. Both increasing
segmentatlon. (are we 1.(: a mg.m.” commanding! has a new Proeram o model size and predicting state is more

e No fixed templates for commands — interpretation (which (1ike "S")
commands to invoke?) is nontrivial. (in (theText (like "eSpeak"))))))


https://aka.ms/tertius

