
Category-level recognition

1. Classification
● Contains a car? [yes/no]
● List categories present
● Which city is this from?

2. Detection
● Localize horses (if present)
● Segment people (if present)
● Parse objects into parts



Semantic Image Segmentation



Datasets
● PASCAL VOC segmentation

o O(10K) images, 20 classes + bgnd
o Also bounding box annotations

● MS COCO
o O(100K) images, 80 classes + bgnd
o Also 5 text captions / image



Applications
● Fine-grained image recognition

o Explicit localization
o More natural description of “stuff”

● Image manipulation and editing



System Overview



Basic Ingredients: (1) Conv Nets
● Train convnet to predict label of center pixel
● Apply in sliding window fashion

See also: J Long, E Shelhamer, T Darrell: Fully Convolutional Networks for Semantic Segmentation (arXiv)

http://arxiv.org/abs/1411.4038


The accuracy/localization tradeoff
● Large CNN receptive field

→ poor performance near boundaries



Explicit control of receptive field size
● Reduce RF size by conv layer manipulation
● In VGG: Subsample first FC layer 7x7 → 3x3



Explicit control of response density
● Decrease score map stride: 32 → 8
● Efficient implementation with “atrous” algorithm



Accurate Boundary Recovery w. CRF

Raw score maps After dense CRF
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CRFs in a nutshell CRF slides credit: Iasonas Kokkinos
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Grid CRF



13
Grid CRF limitations
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Grid CRF limitations
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2011: Fully-connected CRF (Krahnebuhl & Koltun)

P Krähenbühl and V Koltun, Efficient Inference in Fully Connected CRFs with 
Gaussian Edge Potentials, NIPS 2011
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Fully-connected CRF
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Fully-connected CRF
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Fully-connected CRF
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Fully-connected CRF: FAST

How? Mean Field + some tricks
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Trick: Pairwise Term

Potts model Gaussian kernels

Fast summation through separable convolution

P Krähenbühl, V Koltun, NIPS 2011
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2014: Fully connected CRFs + Deep Classifiers

L.-C. Chen, G. Papandreou, I. Kokkinos, K. Murphy and A. Yuille
Semantic Image Segmentation with Deep Convolutional Nets and Fully 
Connected CRFs, http://arxiv.org/abs/1412.7062

http://arxiv.org/abs/1412.7062
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Evolution from mean field updates
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Our Results (input, DCNN, CRF-DCNN)
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Our Results (input, DCNN, CRF-DCNN)
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Comparisons to other techniques on VOC test

Pre-CNN:
Up to 50%

CNN:
60-64%

CNN + CRF:
>67%



More data helps
● Pre-train on MS-COCO, refine in PASCAL:

Pascal Train:
67%

Coco + Pascal
71%

● Preliminary eval on COCO: ~40% mean IoU
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Comparisons to previous state-of-the-art
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Towards Weaker Annotations

Bottleneck

G. Papandreou, L.-C. Chen, K. Murphy and A. Yuille
Weakly- and Semi-Supervised Learning of a DCNN for Semantic Image 
Segmentation, http://arxiv.org/abs/1502.02734

http://arxiv.org/abs/1502.02734


29
Weaker Annotations: Bounding Boxes

Grab-Cut as 
preprocessing
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Weaker Annotations: Image Level

Expectation-Maximization 
during net training
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Weaker Annotations: Hybrid Approach



Weak Annotation Pascal Results

Image
39%

BBox (Base/Grab)
54.2% / 60.4%

Hybrid (1.5K / 3K)
63.5% / 66.4%

Strong (10K)
66.4%
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