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Summary

• This talk describes recent work on detection and parsing visual 
objects. The methods represent objects in terms of object parts 
encoding spatial relations between them. 

• We use deep convolutional neural networks (DCNNs) to make 
proposals for detecting the object parts.

• We will use graphical models to reason about spatial relations.
• We extend to graphical models that deal with occlusion.



Compositional Strategy

• Deep Convolutional Neural Networks (DCNNs) have been extremely 
successful for many visual tasks – such as object detection.

• But DCNNs are complicated “black boxes” and it is hard to understand 
what they are doing. They  do not have explicit representations of 
object parts and the spatial relationships between them.

• Our strategy is to represent objects in terms of compositions of object 
parts. DCNNs are trained to detect parts. Then we use explicit 
graphical models – including AND/OR graphs – to encode spatial 
relations and to enable part sharing.

•



Parsing Human – Joint Detection

• In this project, the parts are joints (e.g., elbows, wrists, shoulders,…).
• Graphical models are used to represent spatial relationships between 

the parts.
• Part sharing is used to enable efficient inference when the human is 

occluded.
• X. Chen and A.L. Yuille (NIPS 2014, CVPR 2015).
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Performance Summary























Parsing People by Flexible Compositions. (Chen 
and Yuille CVPR 2015).

• In realistic images many object parts are occluded.

• Previous graphical model are robust to only a few occlusions.

• Prior – observed nodes of graphical model are often connected.

• Strategy: extend the method used in NIPS 2014 to deal with 
occlusion.









Model

• Base Model: as before.
• Introduce decoupling terms
• Penalties for missing terms 



Inference

• There are many different models – no. of connected subtrees of the 
graph.

• But inference is efficient because of part-sharing.
• Inference is only twice the complexity of the base model:
•



Evaluation

• “We Are Family” (WAF) Dataset
• 525 images, six people per image on average. (350/175 train/test).



Diagnostics





From 2D to 3D.

• Pose detection – with and with occlusion.
• Prior – connected parts – for occlusion (validated on WAF)
• Efficient inference despite occlusion – due to part sharing.

• Note: detection of pose is important for many applications.
E.g., estimating of 3D structure (C. Wang et al. 2014), action 
recognition (C. Wang et al, 2013, 2014).
Collaboration with Peking University.



Summary of Part I: Parsing Humans -- Joints

• Detection of object parts (joints) in presence of occlusion. DCNNs for 
detecting parts, graphical models to impose spatial relations, efficient 
inference using dynamic programming.

• The detected parts can be used to estimate 3D structure of humans 
from a single image and enable action recognition.

• Limitations. Objects are represented in terms of joints only. This 
becomes problematic in some human configurations. 
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