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Results Using Direct Selection of Positives

We compare the proposed Semi-Supervised Ranking method by Increasing Positive Prior (SSR-IPP) with the Semi-Supervised Ranking method using Direct Selection (SSR-DS) by (7) in the manuscript. CMC curves of SSR-IPP and SSR-DS are shown in Fig. A1. From Fig. A1, we can see that SSR-IPP outperforms SSR-DS, since positive image pairs can be selected more accurately from the unlabeled data by increasing the positive prior.

Results Using Different Features

To evaluate the robustness of the proposed method, we show the CMC curves of RSVM, RDC and our method in Fig. A2 using the features (different from those in the manuscript) as reported in [1–3]. From Fig. A2, we can see that similar conclusions can be obtained. Our method outperforms RSVM and RDC by learning from the unlabeled data with a different feature vector, which convinces the robustness of the proposed method.
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Fig. A1. CMC curves with different numbers ($L = 5, 10, 20$) of labeled image pairs on (a)-(c) VIPeR, (d)-(f) PRID and (g)-(i) CUHK dataset.
Fig. A2. CMC curves with different numbers ($L = 5, 10, 20$) of labeled image pairs on (a)-(c) VIPeR, (d)-(f) PRID and (g)-(i) CUHK dataset.