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STATISTICAL NOUN PHRASE 
TRANSLATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application claims priority to US. Provisional Appli 
cation Ser. No. 60/484,810, ?led on Jul. 2, 2003, the disclo 
sure of Which is incorporated here by reference in its entirety. 

ORIGIN OF INVENTION 

The research and development described in this application 
Were supported by DARPA under grant number N66001-00 
1-8914. The US. Government may have certain rights in the 
claimed inventions. 

BACKGROUND 

Machine translation (MT) is the automatic translation from 
a ?rst language (a “source” language) into another language 
(a “target” language). Systems that perform an MT process 
are said to “decode” the source language into the target lan 
guage. 
A statistical MT system that translates foreign language 

sentences, e.g., French, into English may have include the 
folloWing components: a language model that assigns a prob 
ability P(e) to any English string; a translation model that 
assigns a probability P(f | e) to any pair of English and French 
strings; and a decoder. The decoder may take a previously 
unseen sentence f and try to ?nd the e that maximizes P(elf), 
or equivalently maximizes P(e)*P(fl e). 

SUMMARY 

A statistical machine translation (MT) system may include 
a noun phrase/prepositional phrase (N P/PP) translation sub 
system to translation NP/PPs as a subtask in an MT operation. 
The NP/PP translation subsystem may use a model trained 

on an NP/PP corpus and a decoder to generate an n-best list of 
candidate translations and a re-ranker to re-rank the candidate 
translations based on a machine learning method and addi 
tional features based on knoWn properties of NP/PPs. In an 
embodiment, the machine learning method may be a maxi 
mum entropy learning method, and the features may include 
syntactic features and using the Web as a language model. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a statistical machine transla 
tion (MT) system including a noun phrase/prepositional 
phrase (NP/ PP) translation subsystem. 

FIG. 2 illustrates a syntactic parse tree for a sentence 
including NP/PPs. 

FIG. 3 is a ?owchart describing a process for training and 
using an NP/PP translation subsystem. 

FIG. 4 is a block diagram of an NP/PP translation sub 
system according to an embodiment. 

DETAILED DESCRIPTION 

FIG. 1 illustrates a statistical machine translation (MT) 
system according to an embodiment. The MT system 100 
may be used to translate from a source language (e. g., French) 
to a target language (e.g., English). The MT system 100 may 
include a language model 105, a translation model 110, and a 
decoder 115. 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

2 
The MT system 100 may be based on a source-channel 

model. The language model (the “source”) may assign a 
probability P(e) to any given English sentence e. The lan 
guage model 105 may be an n-gram model trained by a large 
monolingual corpus (or one side of a parallel corpus) to 
determine the probability of a Word sequence. 
The translation model 110 may be used to determine the 

probability of correctness for a translation, e. g., the probabil 
ity P(fle) of a French string f, given an English string e. The 
parameter values for computing P(f | e) may be learned from a 
parallel corpus including bilingual sentence pairs. The trans 
lation model may be, for example, an IBM translation model 
4, described in US. Pat. No. 5,477,451. 
The decoder 115 may be used to identify the best transla 

tion by maximiZing the product of P(e)*P(fl e). In an embodi 
ment, the decoder may be a greedy decoder, such as that 
described in co-pending application Ser. No. 09/854,327, 
?led on May 11, 2001, incorporated herein in its entirety. 

In an embodiment, the translation of noun phrases (NPs) 
and prepositional phrases (PPs) may be performed as a sub 
task of an MT operation. The MT system 100 may include 
NP/ PP translation sub system 120. The NP/ PP translation sub 
system 120 may translate the NP/PPs in a sentence in a source 

language, e.g., German, that can be translated into NP/PPs in 
a target language, e.g., English. The NP/PP translation sub 
system 120 may then provide the translations to the MT 
system 100. The MT system 100 may treat the translated 
NP/PP(s) as ?xed translations, i.e., incorporate them into the 
full translation Without changing them. 

Certain source language NP/PPs may not translate to 
NP/PPs in the target language. The NP/PP translation sub 
system 120 may treat such NP/PPs as special cases, and 
handle them separately. 

FIG. 2 illustrates a syntactic parse tree 200 for a sentence s 
that includes NPs 205 and PP 210. In the NP/PP translation 
subsystem 120, the NP/PPs of the sentence s are the subtrees 
ti that contain at least one noun and no verb, and Which are not 
part of a larger subtree that contains no verb. 

FIG. 3 is a ?owchart describing a process for training and 
using the NP/ PP translation subsystem 120 in the MT system 
100. The NP/PP translation subsystem may use the same 
modeling as the overall system (e.g., IBM Model 4), but be 
trained on only NP/PPs (block 305), e.g., an NP/PP corpus 
derived from a parallel corpus 125 used to train the MT 
system 100 (FIG. 1). The MT system 100 may detect NP/PPs 
in an input foreign language sentence (block 310) and provide 
them to the NP/PP translation subsystem 120 for translation. 
The NP/PPs may be translated in isolation, e. g., Without the 
assistance of sentence context. 

FIG. 4 shoWs an NP/PP translation subsystem according to 
an embodiment. The NP/PP translation subsystem uses the 
model 405 and a decoder 407 to generate an n-best list of 
possible translations (block 315). The NP/PP translation sub 
system may include a re-ranker 415 to rescore the n-best list 
using additional features 420 (block 320). The best transla 
tion (or multiple best translations) may then be passed on to 
the MT system 100 (block 325), Which in turn translates the 
remaining parts of the sentence and integrates the chosen 
NP/PP translation(s) (block 330). 
The NP/ PP training corpus 410 may be created by extract 

ing NP/PPs from a parallel corpus, e.g., the parallel corpus 
125. The corpus 410 may be Word-aligned using, e.g., the 
toolkit GiZa++, Which is described in Ouch and Ney, “Dis 
criminative training and maximum entropy models for statis 
tical machine translation,” Proceedings of ACL (2000). Both 
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sides of the parallel corpus may then be parsed With syntactic 
parsers. This may facilitate detection of the NP/PPs in an 
input sentence. 

In an embodiment, the model 405 may be a phrase trans 
lation model that extracts its phrase translation table from 
Word alignments generated by the GiZa++ toolkit. Details of 
this model are described in co-pending application Ser. No. 
10/402,350, ?led Mar. 27, 2003, Which is incorporated herein 
in its entirety. 

The decoder 407 may be a beam search decoder, Which 
employs hypothesis recombination and stores the search 
states in a search graph Which can be mined With standard 
?nite state machine methods for n-best lists. An exemplary 
beam search decoder is described in Uef?ng et al., “Genera 
tion of Word graphs in statistical machine translation,” Pro 
ceedings of Empirical Methods in Natural Language Process 
ing (EMNLP) (2002). 

The re-ranker 415 may re-rank the n-best list provided by 
the decoder 407 using a maximum entropy learning method. 
The decoder 407 may annotate the n-best list of candidate 
translations With accuracy judgments based on the probabil 
ity scores that the model assigns to each candidate translation. 
The initial features are the logarithm of probability scores, 
i.e., the language model score, the phrase translation score, 
and the reordering (distortion) score. The task for the learning 
method is to ?nd a probability distribution p(e|f) that indi 
cates if the candidate translation e is an accurate translation of 
the input f. The decision rule to pick the best translation is 

Maximum entropy Was chosen for its ability to deal With 
both real-valued and binary features. In alternative embodi 
ments, other machine learning systems, such as support vec 
tor machines, may also be used. 

The corpus 410 provides the empirical probability distri 
bution by distributing the probability mass of the acceptable 
translations {eaelf}zp(eaelf):l{eaelf}l_l. If none of the candi 
date translations for a given input f is acceptable, the NP/ PP 
translation subsystem may select the candidates translations 
that are closest to reference translations measured by mini 
mum edit distance. 

The maximum entropy framework parameteriZes the prob 
ability distribution as p ;L(e | f):expZl-7»ih1-(f, e) Where 111-’ s are the 
feature values and the ki’s are the feature Weights. Since the 
NP/PP translation subsystem may have only a sample of the 
possible translations e for the given input f, the probability 
distribution may be normaliZed so that Zip;L(el-|f):1 for a 
sample {ei} of candidate translations. 
Maximum entropy learning ?nds a set of feature values 7», 

so that EP>L[hl-]:E;[hi] for each hi. These expectations are 
computed as sums over all candidate translations e for all 

inputs f1Z<?e>r3(f)P7~(el?hi(?e):z(?e)l5(f)13(e|f)hi(f,e) 
The NP/PP translation subsystem may exploit certain 

properties of NP/PP translation in order to improve NP/PP 
translation. The ?rst of these (compounding of Words) is 
addressed by preprocessing, While the others motivate fea 
tures Which are used in n-best list re-ranking. 

Compounding of Words, especially nouns, is common in a 
number of languages (German, Dutch, Finnish, Greek), and 
may pose a problem for machine translation. For example, the 
German Word “Aktionsplan” may not be knoWn to the system, 
but if the Word Were broken up into “Aktion” and “Plan”, the 
system could easily translate it into “action plan”, or “plan for 
action”. The issues for breaking up compounds include 
knoWing the morphological rules for joining Words, resolving 
ambiguities of breaking up a Word (e.g., 
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4 
"Hauptsturm”—>“Haupt-Turm” or “Haupt-Sturm”), and ?nd 
ing the right level of splitting granularity (e.g., “Frei”-“Tag” 
or “Freitag”). 

In an embodiment, the NP/ PP translation subsystem may 
include a compound splitting module 450, such as that 
described in application Ser. No. 10/884,174, ?led on Jul. 2, 
2004 , now US. Pat. No. 7,711,545, and entitled, “Empirical 
Methods for Splitting Compound Words With Application to 
Machine Translation”. The compound splitting module may 
?rst collect frequency statistics over Words in a training cor 
pus. Compounds may be broken up only into knoWn Words in 
the corpus. For each potential compound the compound split 
ting module may check if morphological splitting rules alloW 
the compound to be broken up into such knoWn Words. The 
compound splitting module may then pick a splitting option S 
(perhaps not breaking up the compound at all) With highest 
geometric mean of Word frequencies of its n parts pl: 

1 

Pies 

The German side of both the training and testing corpus 
may be broken up in this manner. The model may be trained 
on a compound-split corpus, and the input broken up before 
being passed on to the system. 
The compound splitting module may Work Well With a 

phrase-based translation model, Which can recover more eas 
ily from too eager or too timid splits than Word-based models. 
One of the features 420 used for re-ranking the n-best list 

may be Web n-grams 452, in Which the Web may be used as a 
language model. Preliminary studies indicated that 30% of all 
7-grams in neW text can be also found on the Web, as mea 
sured by consulting the search engine GoogleTM, Which cur 
rently indexes 3 billion Web pages. This is only the case for 
15% of 7-grams generated by the base translation system. 

In an embodiment, the folloWing binary features may be 
used: Does the candidate translation as a Whole occur in the 
Web? Do all n-grams in the candidate translation occur on the 
Web? Do all n-grams in the candidate translation occur at least 
10 times on the Web? Both positive and negative features may 
be used for n-grams of the siZe 2 to 7. 

In alternative embodiments the Web may be integrated into 
the system by building a traditional n-gram language model, 
by using the Web frequencies of the n-grams in a candidate 
translation, or by checking if all n-grams in a candidate trans 
lation occur on the Web. Smoothing may be used to account 
for noise. 

Syntactic features 454 may also be used for re-ranking. 
Syntactic features are computed over the syntactic parse trees 
of both input and candidate translation. The re-ranker may 
keep the syntactic parse tree inherited from the NP/ PP detec 
tion process for the input NP/PPs. A par‘t-of-speech tagger 
and syntactic parser may be used to annotate the candidate 
translation With its most likely syntactic parse tree. 

In an embodiment, the folloWing syntactic features may be 
used: preservation of the number of nouns; preservation of 
prepositions; and Within a base NP/ PP the determiner gener 
ally agree in number With the ?nal noun (e.g., not: “this nice 
green ?owers”). The features may be realiZed as integers, e. g., 
hoW many nouns did not preserve their number during trans 
lation? These features encode relevant general syntactic 
knoWledge about the translation of noun phrases, and consti 
tute soft constraints that may be overruled by other compo 
nents of the system. 
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In an experiment, the Europarl corpus Was used as the 
training corpus. The Europarl corpus is derived from the 
European parliament proceedings and consists of 20 million 
Words of German (available at http://WWW.isi.edu/publica 
tions/europarl/). In this corpus, only part of the NP/PPs are 
translated as such into the foreign language. In addition, the 
Word-alignment and syntactic parses may be faulty. As a 
consequence, in an experiment, only 43.4% of all NP/PPs 
could be aligned initially. This number Was raised to 67.2% 
using a number of automatic data cleaning steps. The NP/PPs 
that partially aligned Were broken up, and systematic parse 
errors Were ?xed. Certain Word types that Were inconsistently 
tagged as nouns in the tWo languages Were harmonized (e. g., 
the German “W0” and the English “today”). Because adverb+ 
NP/PP constructions (e.g., “speci?cally this issue”) Were 
inconsistently parsed, the adverb Was alWays stripped from 
these constructions. In addition, German verbal adjective 
constructions Were broken up if they involved arguments or 
adjuncts (e. g., “der von mir gegessene Kuchen”:“the by me 
eaten cake”), because this poses problems more related to 
verbal clauses. Also, alignment points involving punctuation 
Were stripped from the Word alignment, and punctuation Was 
stripped from the edges of NP/PPs. 
A total of 737,388 NP/PP pairs Were collected from the 

Europarl corpus as training data. German NP/PPs that did not 
consistently align to NP/PPs in English Were detected at this 
point. The NP/ PP translation sub system may use the obtained 
data of unaligned NP/PPs for dealing With these special cases. 

To evaluate these methods, all of the 1362 NP/PPs in 534 
sentences from parts of the Europarl corpus Which are not 
already used as training data Were detected. The evaluation 
metric Was human assessment: Can the translation provided 
by the system be part of an acceptable translation of the Whole 
sentence? In other Words, the noun phrase has to be translated 
correctly given the sentence context. The NP/PPs Were 
extracted in the same Way that NP/PPs Were initially detected 
for the acquisition of the NP/ PP training corpus. As a result, 
there Were some problems With parse errors, leading to sen 
tence fragments extracted as NP/PPs that cannot be translated 
correctly. Also, the test corpus contained all detected NP/PPs, 
even untranslatable ones. 

The performance of the NP/PP translation subsystem Was 
evaluated on the set of 1362 NP/PPs extracted from 534 
sentences. The contributions of different components of the 
system are displayed in Table 1 . Starting from the IBM Model 
4 baseline, gains Were achieved using a phrase-based trans 
lation model (+5.5%), applying compound splitting to train 
ing and test data (+2.8%), re-estimating the Weights for the 
system components using the maximum entropy re-ranking 
frame-Work (+1 .5%), adding Web count features (+1 .7%) and 
syntactic features (+0.8%). Overall an improvement of 12.3% 
Was achieved over the baseline. Improvements of 2.5% are 
statistically signi?cant given the siZe of our test corpus. 

TABLE 1 

System NP/PP Correct BLEU 

IBM Model 4 724 53.2% 0.172 
Phrase Model 800 58.7% 0.188 
Compound Splitting 838 61.5% 0.195 
Re-Estimated Paraln. 858 63.0% 0.197 
Web Count Features 881 64.7% 0.198 
Syntactic Features 892 65.5% 0.199 

Table 1 also provides scores for overall sentence transla 
tion quality. The chosen NP/PP translations are integrated 
into a general IBM Model 4 system that translates whole 
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6 
sentences. Performance is measured by the BLEU score, 
Which measures similarity to a reference translation, and is 
described in Papineni et al., “BLEU: a method for automatic 
evaluation of machine translation,” Proceedings of the 40th 
Annual Meeting of the ACL (2002). As reference translation 
We used the English side of the parallel corpus. The BLEU 
scores track the improvements of our components, With an 
overall gain of 0.027. 

According to exemplary embodiments, a machine transla 
tion system may include a machine-readable medium having 
executable instructions embodied thereon. The instructions 
are executable or otherWise operative to cause the machine 

translation system to perform a number of tasks. More spe 
ci?cally, the instructions may be executable to cause the 
machine translation system to detect a noun phrase and/or a 
prepositional phrase in an input string in a source language, 
generate a translation in a target language for the noun phrase 
and/or the prepositional phrase, and generate a translation of 
the input string in the target language including the translation 
for the noun phrase and/or the prepositional phrase. The 
instructions may also be executable to cause the machine 
translation system to generate a ranked n-best list of candidate 
translations and re-rank the n-best list using a machine leam 
ing article. 
A number of embodiments have been described. Neverthe 

less, it Will be understood that various modi?cations may be 
made Without departing from the spirit and scope of the 
invention. Accordingly, other embodiments are Within the 
scope of the folloWing claims. 

The invention claimed is: 
1. A method comprising: 
receiving by a machine translation system an input string in 

a source language; 
detecting by the machine translation system a noun phrase 

and a prepositional phrase in the input string; 
generating by the machine translation system possible 

translations in a target language for the noun phrase and 
the prepositional phrase; 

generating a ranked n-best list of candidate translations for 
the possible translations of the noun phrase and the 
prepositional phrase; 

generating by the machine translation system a translation 
of a remaining portion of the input string in the target 
language; and 

integrating the one or more n-best translations for the noun 
phrase and the prepositional phrase into the translation 
of the remaining portion of the input string to generate 
one or more sentence translations. 

2. The method of claim 1, Wherein said generating the 
translation for the noun phrase and the prepositional phrase 
comprises generating the translation using a ?rst model; and 

Wherein said generating the translation of the input string 
comprises generating the translation using a second 
model different than the ?rst model. 

3. The method of claim 2, Wherein the ?rst model com 
prises a model trained using a corpus consisting of noun 
phrases and prepositional phrases. 

4. The method of claim 2, Wherein the ?rst model com 
prises a phrase-based model. 

5. The method of claim 1, Wherein said generating possible 
translations for the noun phrase and the prepositional phrase 
comprises: 

re-ranking the n-best list using a machine learning method. 
6. The method of claim 5, Wherein said machine learning 

method comprises a maximum entropy learning method. 
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7. The method of claim 5, wherein said re-ranking com 
prises re-ranking using one or more additional features based 
on known properties of noun phrases and prepositional 
phrases. 

8. The method of claim 7, Wherein the one or more addi 
tional features comprise syntactic features. 

9. The method of claim 7, Wherein the one or more addi 
tional features comprises using the Web as a language model. 

10. A machine translation system comprising: 
a parser stored by a machine-readable medium and execut 

able by a processor and stored in a memory to cause the 
machine translation system to detect a noun phrase and 
a prepositional phrase in an input string in a source 
language; 

a translation subsystem including, 
a ?rst model stored by a machine-readable medium and 

executable by a processor and stored in a memory to 
cause the machine translation system to generate pos 
sible translations in a target language for the noun 
phrase and the prepositional phrase, 

a ?rst decoder stored by a machine-readable medium 
and executable to cause the machine translation sys 
tem to generate a ranked n-best list including the 
possible translations, and 

a selector to select a translation for the noun phrase and 
the prepositional phrase; 

a second model stored by a machine-readable medium and 
executable to cause the machine translation system to 
generate possible translations in the target language for 
the input string in the source language, each of the pos 
sible translations comprising the selected translation for 
the noun phrase and the prepositional phrase; and 

a second decoder to select one of the possible translations 
for the input string. 

11. The machine translation system of claim 10, Wherein 
the ?rst model comprises a model trained using a corpus 
consisting of noun phrases and prepositional phrases. 

12. The machine translation system of claim 10, Wherein 
the ?rst model comprises a phrase-based model. 

13. The machine translation system of claim 10, Wherein 
the translation subsystem further comprises: 

a re-ranker to re-rank the n-best list using a machine leam 
ing method. 

14. The machine translation system of claim 13, Wherein 
the machine learning method comprises a maximum entropy 
learning method. 

15. The machine translation system of claim 13, Wherein 
the re-ranker is operative to re-rank the n-best list using one or 
more additional features based on knoWn properties of noun 
phrases and prepositional phrases. 
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16. The machine translation system of claim 15, Wherein 

the one or more additional features comprise syntactic fea 
tures. 

17. The machine translation system of claim 15, Wherein 
the one or more additional features comprises using the Web 
as a language model. 

18. An article comprising a non-transitory machine-read 
able medium including machine-executable instructions, the 
instruction operative to cause a machine to: 

detect a noun phrase and a prepositional phrase in an input 
string in a source language; 

generate possible translations in a target language for the 
noun phrase and the prepositional phrase; 

generate a ranked n-best list of candidate translations for 
the possible translations of the noun phrase and the 
prepositional phrase; 

generate a translation of a remaining portion of input string 
in the target language; and 

integrate the one or more n-best translations for the noun 
phrase and the prepositional phrase into the translation 
of the remaining portion of the input string to generate 
one or more sentence translations. 

19. The article of claim 18, Wherein the instructions for 
generating the translation for the noun phrase and the prepo 
sitional phrase comprise instructions operative to cause the 
machine to generate the translation using the ?rst model; and 
Wherein the instructions for generating the translation of the 
input string comprise instructions operative to cause the 
machine to generate the translation using a second model. 

20. The article of claim 19, Wherein the ?rst model com 
prises a model trained using a corpus consisting of noun 
phrases and prepositional phrases. 

21. The article of claim 19, Wherein the ?rst model com 
prises a phrase-based model. 

22. The article of claim 18, Wherein the instructions for 
generating possible translations for the noun phrase and the 
prepositional phrase comprise instructions operative to cause 
the machine to: 

re-rank the n-best list using a machine learning article. 
23. The article of claim 22, Wherein said machine learning 

article comprises a maximum entropy learning article. 
24. The article of claim 22, Wherein the instructions for 

re-ranking comprise instructions operative to cause the 
machine to re-rank using one or more additional features 
based on knoWn properties of noun phrases and prepositional 
phrases. 

25. The article of claim 24, Wherein the one or more addi 
tional features comprise syntactic features. 

26. The article of claim 24, Wherein the one or more addi 
tional features comprises using the Web as a language model. 

* * * * * 


