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Abstract. The inhomogeneous Poisson (Laplace) equation with internal Dirich-

let boundary conditions has recently appeared in several applications ranging

from image segmentation [1–3] to image colorization [4], digital photo matting

[5, 6] and image filtering [7, 8]. In addition, the problem we address may also be

considered as the generalized eigenvector problem associated with Normalized

Cuts [9], the linearized anisotropic diffusion problem [10, 11, 8] solved with a

backward Euler method, visual surface reconstruction with discontinuities [12,

13] or optical flow [14]. Although these approaches have demonstrated qual-

ity results, the computational burden of finding a solution requires an efficient

solver. Design of an efficient multigrid solver is difficult for these problems due

to unpredictable inhomogeneity in the equation coefficients and internal Dirichlet

boundary conditions with unpredictable location and value. Previous approaches

to multigrid solvers have typically employed either a data-driven operator (with

fast convergence) or the maintenance of a lattice structure at coarse levels (with

low memory overhead). In addition to memory efficiency, a lattice structure at

coarse levels is also essential to taking advantage of the power of a GPU imple-

mentation [15, 16, 5, 3]. In this work, we present a multigrid method that main-

tains the low memory overhead (and GPU suitability) associated with a regular

lattice while benefiting from the fast convergence of a data-driven coarse opera-

tor.

1 Introduction

The inhomogeneous Poisson (Laplace) equation with internal Dirichlet boundary con-

ditions has recently appeared in several applications ranging from image segmentation

[1–3] to image colorization [4], digital photo matting [5, 6] and image filtering [7]. In

addition, the problem we address may also be considered as the generalized eigenvec-

tor problem associated with Normalized Cuts [9], the linearized anisotropic diffusion

problem [10, 11, 8] solved with a backward Euler method, visual surface reconstruc-

tion with discontinuities [12, 13] or optical flow [14]. Although these approaches have

demonstrated quality results, the computational burden of finding a solution on high-

resolution 2D or 3D images demands an efficient solver that is not currently available

in the literature.
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Although some of these algorithms are framed in a general graph setting, they have

been almost exclusively employed in a rectilinear coordinate system that results in the

use of a (widely) banded Laplacian matrix. Despite the banded structure of the matrix

representing the discrete Laplacian operator on a grid, traditional fast Laplace/Poisson

solvers are inappropriate due to the inhomogeneity of the diffusion constants (i.e., edge

weights, in a graph context). These diffusion constants can vary by many orders of mag-

nitude at neighboring pixels if, for example, a high-contrast image gradient is nearby.

Unfortunately, the inhomogeneity of the diffusion constants is a very important feature

of the behavior of anisotropic diffusion and related algorithms that cannot be eliminated

for the sake of numerical efficiency. The solution of Poisson equations on domains with

uniform diffusion constants may be performed quite efficiently (e.g., [17]).

Multigrid approaches are widely considered to be the best methods for solving a

Poisson equation in a homogeneous domain, resulting in linear time algorithms [18–

20]. Traditional multigrid approaches to solving the Poisson equation fall into two

broad categories: Geometric and Algebraic. Classic geometric multigrid algorithms ap-

ply when the matrix represents a known grid, using bilinear interpolation to project the

coarse-level solutions. Unfortunately, bilinear interpolation causes smoothing of coarse

solutions across object boundaries (represented by small diffusion constants) in an im-

age, causing a poor convergence rate. In contrast, algebraic multigrid [21, 22] uses the

diffusion constants to generate problem-specific interpolation operators and coarsened

matrices. Unfortunately, the coarsened matrices produced via algebraic multigrid are

not guaranteed to represent a banded (lattice) sparsity structure. Note that some work

has been addressed at finding matrix-dependent geometric multigrid methods (see [20]

and references therein). For high-resolution images or 3D volumes in which each pixel

corresponds to one equation, the banded structure of the Laplacian matrix offers signifi-

cant storage and processing savings. Similarly, coarsening strategies have been explored

in the past for graph-based algorithms (specifically, Markov Random Fields), but the ex-

plosion of non-local connectivity at high levels has made these approaches unworkable

for high-resolution images/volumes (e.g., [23, 24]).

Both multiresolution methods (e.g., [25]) and multigrid numerical schemes have a

long history in computer vision. Since at least as early as the work of Terzopoulos [26,

27], multigrid methods have been employed in computer vision in the context of visual

surface reconstruction, shape-from-shading and optical flow. These early techniques

employed the injection restriction operator and bilinear interpolation prolongation op-

erator common to geometric multigrid methods. Although these operators are efficient

and straightforward to implement, the convergence time for problems with strongly

varying diffusion constants can be slower than necessary because bilinear interpolation

smoothes the coarse-level solution over discontinuities (e.g., object boundaries in an

image). Additionally, these restriction/prolongation operators are not adjoint to each

other, which violates the Galerkin construction that is known theoretically to produce

fast convergence [19]. Acton [28] applied similar multigrid operators to the anisotropic

diffusion problem. Later work by Terzopoulos (and Szeliski) extended these ideas to

handle discontinuities in surface reconstruction [12] and produce a parallel multigrid

algorithm [13]. The technique for addressing discontinuities employed the concept of

molecular inhibition across nodal discontinuities. Although similar in spirit to the multi-
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grid technique presented here, these nodal molecules did not guarantee a lattice struc-

ture at coarse levels.

The anisotropy of the optical flow problem has prompted investigations into data

(matrix) driven multigrid operators. Ghosal and Vanĕk [14] proposed using a smoothed

aggregate restriction/prolongation operator inspired by the algebraic multigrid concept

introduced by Ruge of strongly coupled nodes [29]. Although similar to the technique

that we present here in the sense that a data-driven aggregation operator is proposed, an

important difference between our work and [14] is that their aggregation technique will

not preserve a lattice structure at coarse levels. Additionally, our method is parameter-

free. Algebraic multigrid techniques have also been applied in computer vision by Kim-

mel and Yavneh [30], using a more traditional algebraic multigrid approach for design-

ing prolongation/restriction operators. However, as above, our method has the important

distinction from this work that we preserve the lattice structure at each coarse level and

employ no parameters for the construction of the prolongation/restriction operators.

In this work, we introduce the Maximally Connected Neighbor coarsening operator

which both uses data-driven operators to produce fast multigrid convergence and pre-

serves the memory-efficient lattice structure at higher levels. In Section 2, we describe

the Maximally Connected Neighbor multigrid method and show that the coarse-level

operators maintain the interpretation as the (inhomogeneous) Laplacian matrix of a

grid. In Section 3 we compare the performance of our multigrid method with precondi-

tioned conjugate gradients and the multigrid method of [31]. We finalize conclusions in

Section 4.

2 Method

The Poisson equation that we consider will be written using graph notation due to the

graph formulation of many of the algorithms in question. Despite this graph formula-

tion, it is important to recognize that the “graph formulation” on a lattice is equivalent

to a finite differences discretization of the continuous Poisson equation on a square

domain with Neumann boundary conditions on the borders of the image.

We begin by fixing our notation for a graph. A graph consists of a pair G = (V,E)
with vertices (nodes) v ∈ V and edges e ∈ E ⊆ V × V . An edge, e, spanning two

vertices, vi and vj , is denoted by eij . A weighted graph assigns a value to each edge

called a weight. The weight of an edge, eij , is denoted by w(eij) or wij . The degree

of a vertex is di =
∑

w(eij) for all edges eij incident on vi. The following will also

assume that our graph is connected and undirected (i.e., wij = wji). In the language of

continuous PDEs, the edge weights may be identified with diffusion constants, which

are assumed here to have arbitrary positive values, i.e., wij > 0. The graphs considered

in this paper will be taken to represent a Cartesian lattice in which every pixel (voxel)

is uniquely identified with a node and each node is connected via an edge to each of

its neighboring nodes with either a 4-connected or 8-connected structure in 2D or a

6-connected or 26-connected structure in 3D.
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2.1 Problem formulation

In the greatest generality, we will consider finding a solution to the equation

(T + L) x = f, (1)

in which x is the desired solution (assigning one value to each node), f is an arbitrary

function (assigning one value to each node), T is a diagonal matrix with an arbitrary

nonnegative function on the diagonal, t = diag (T ), and L represents the Laplacian

matrix defined as

Lij =











di if i = j,

−wij if vi and vj are adjacent nodes,

0 otherwise,

(2)

where Lij is indexed by vertices vi and vj . Additionally, we would like to permit a set of

internal Dirichlet boundary conditions at a set of nodes VB ⊆ V for which the solution

of xi, vi ∈ VB is prescribed by function xi = hi if vi ∈ VB . These internal boundary

conditions occur frequently in the applications we consider such as segmentation [1–

3], colorization [4], matting [5, 6] and filtering [7]. Note that (1) represents a discrete

Poisson equation if T = 0 and a discrete Laplace equation if f = 0. In the following

sections we will employ the notational convenience of G = (T + L).
Although we motivate this work in terms of a linear system solver, note also that (1)

may be viewed as applying to generalized eigenvector problems of the form

Lx = λTx, (3)

in which λ represents an eigenvalue and f = 0. Problems of the form in (3) have been

studied extensively with respect to the Normalized Cuts algorithm [9].

In the various imaging applications mentioned above the edge weights (diffusion

constants) are used to encode the image structure. This is a common feature of graph

based algorithms for image analysis and several weighting functions are commonly

used in the literature [9, 32, 33]. Although this paper is concerned with solving linear

systems of the form in (1) with arbitrary positive weights, an example of a very common

weighting function is the Gaussian weighting given by

wij = exp (−β(gi − gj)
2), (4)

where gi indicates the image intensity at pixel i and β represents a free parameter.

2.2 Incorporation of the Dirichlet boundary conditions

Since we are primarily concerned with maintaining a lattice structure, the internal

Dirichlet boundary conditions can present a problem. Therefore, our first procedure

will be to enforce the boundary conditions via a diagonal matrix. Specifically, we re-

place our problem in (1), including internal Dirichlet boundary conditions at nodes VB

with the problem

((T + L) + αdiag (b))x = f + αh, (5)



Lattice-Preserving Multigrid 5

Algorithm 1 Basic steps of a multigrid method.

1: multigrid(L,x,f)

2: while not converged to tolerance do

3: Relax G0x0
= f0 with v iterations (relaxation e.g., via Gauss-Seidel)

4: r0
= f − G0x0 (compute the residual)

5: r1
= Rr0 (restrict the residual)

6: c = 0 (initialize the correction to zero)

7: multigrid recursion(1,c,r1
)

8: xk
= xk

+ Pc (update the solution with the prolongated correction)

9: end while

in which b is an indicator vector denoting membership in the boundary set (i.e., bi = 1
if vi ∈ VB and bi = 0 otherwise) and h represents the boundary values (hi = 0 if

vi /∈ VB). As α → ∞ the boundary values are enforced exactly with this construction.

Since this method of enforcing the boundary conditions simply results in a modified

diagonal matrix, T , and modified right hand side, f , we will persist in using the notation

Gx = f to represent the problem (1) with the understanding that any internal Dirichlet

boundary conditions are enforced.

2.3 Multigrid methods

Standard relaxation methods, such as Jacobi iteration or Gauss-Seidel relaxation, have

been shown to perform well in correcting high-frequency error [18]. However, low-

frequency error requires an excessive number of iterations to produce convergence with

these methods. The multigrid method works by producing a correction of the current

solution that is derived from a coarsened form of the system. The principle is that

the coarse-grid updates correct low-frequency errors, while fine grid relaxations cor-

rect high-frequency errors. In order to produce the coarse grid correction, the multigrid

method is applied recursively, forming what is known as a V-cycle, described by Algo-

rithm 1. Denote the relaxation iterations parameter by v, the residual vector with r, the

current (intermediate) solution at level k as xk, the coarsened operator at level k as Lk,

the restriction operator as R and the prolongation operator as P . Since our prolonga-

tion/restriction operators are linear, we view them as matrices. Starting with k = 0, the

multigrid method is described in pseudocode in Algorithm 1 and the recursive function

is given in Algorithm 2.

Given the above formalism for multigrid, the main issues that must be addressed in

order to design a multigrid method are:

1. Determining the sampling structure of coarse nodes.

2. Specifying the restriction operator.

3. Specifying the prolongation operator.

4. Producing a coarsened operator.
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Algorithm 2 Recursive call of a multigrid method.

1: multigrid recursion(k,y,d)

2: if k = kMAX then

3: Solve Gky = d exactly

4: else

5: Relax Gkyk
= dk with v iterations (relaxation)

6: rk
= dk

− Gkyk (compute the residual)

7: rk+1
= Rrk (restrict the residual)

8: c = 0 (initialize the correction to zero)

9: multigrid recursion(k + 1,c,rk+1
) (continue recursion)

10: end if

11: yk
= yk

+ Pc (update the solution with the prolongated correction)

The design of restriction, prolongation and coarse operator typically follows the Galerkin

construction

Gk+1 = RGkP, (6)

P = RT , (7)

which is known to have favorable theoretical properties [19]. Consequently, the spec-

ification of the restriction operator is sufficient to fully describe the prolongation and

coarsened operators of a multigrid method.

The sampling structure of the coarse nodes used in the geometric multigrid has

been to select every second node in each direction along the axes. Geometric multigrid

has a tremendous advantage for high-resolution images/volumes because the sampling

structure and coarsened operator also represent a lattice and therefore the storage (and

smoothing) at coarse levels has minimal indexing overhead. In addition to memory

efficiency, a lattice structure at coarse levels is useful because it is possible to take

advantage of the power of a GPU implementation [15, 16, 5, 3]. Unfortunately, matrix-

independent geometric multigrid is inappropriate for inhomogeneous domains since

the projection operators (bilinear interpolation) do not take the weights (diffusion con-

stants) into account, permitting the smoothing of a coarse solution over areas of low

diffusivity. The advantage of algebraic multigrid is that the weights are used to produce

the prolongation/restriction and coarse operators, which does not smooth a coarse solu-

tion over areas of low diffusivity. Unfortunately, the algebraic multigrid procedure has a

matrix-driven sampling structure that leads to coarse operators which have an arbitrary

sparsity structure, forcing a high memory consumption and limiting possible applica-

tion to high resolution images/volumes. Our approach in this paper is to suggest a new

coarsening operator that adopts the lattice-preserving sampling structure of geometric

multigrid while still using a matrix-driven (inhomogeneity-driven) restriction operator,

chosen in such a way as to preserve a lattice structure at higher levels. Therefore, one

may consider our method as a matrix-dependent geometric multigrid solver.

In the next section, we detail the proposed restriction operator and show that the

resulting coarsened operators still maintain a lattice sparsity structure.
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Fig. 1. Coarse-lattice neighbors in 3D. Black nodes correspond to coarse-lattice samples, dark-

gray nodes to 1st order neighbors, light-gray nodes to 2nd order neighbors and white nodes to

3rd order neighbors.

2.4 Maximally Connected Neighbor coarsening

If R has only a single ‘1’ entry on each row, then the coarse-level operator, RGRT ,

represents the Laplacian (plus diagonal) of a coarse-level graph, where each node on

the fine-level node is subsumed into a large node on coarse-level. Such a prolonga-

tion/restriction operator is termed an agglomerative operator [19] since it may be viewed

as grouping together fine-level nodes into a single coarse-level node. The advantage of

an agglomerative operator is that the coarse-level matrix is guaranteed to be the Lapla-

cian of a graph, and therefore the approach is guaranteed to be stable. In contrast, the

coarse-level operator RGRT that uses weighted bilinear interpolation as the prolonga-

tion operator (as suggested by [31]) is not guaranteed to produce the Laplacian of some

graph on the coarse level, and therefore exhibits instability.

In the context of the present applications, an agglomerative operator should exhibit

two properties:

1. Coarse-level boundaries should correspond to fine-level boundaries (i.e., the ag-

glomeration should represent a rough presegmentation).

2. The coarse-level graph topology should be regular (i.e., be a lattice), so that it may

be stored/processed efficiently.

We now define the maximally connected neighbor (MCN) restriction operator to meet

these objectives.

We will restrict our attention to 4- or 8- connected lattices in 2D, 6-, 10- or 26-

connected lattices in 3D or, more generally, ≤ (3p − 1)-connected lattices in p-D. With-

out loss of generality, we will provide our definitions for a 3D lattice. We begin by first

writing each node in terms of its 3D coordinates (starting with (0, 0, 0) and moving

in the positive directions). Define a node as belonging to the k-th order distance set,

N k ⊂ V , if the number of odd digits in its coordinates are equal to k. Our coarse sam-

pling set will consist of all nodes in N 0. Note that, for p-D, (N 0∪N 1∪ . . .∪N p) = V .
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The k-th order distance sets are represented pictorially in Figure 1. A node in the N kth

distance set will be referred to as a kth-order neighbor of a coarse node.

We now proceed to define the maximally connected neighbor concept. Define the

operator

M(vi ∈ N k) = vj ,

s.t. vj ∈ N k−1,

∃ eij ∈ E,

wij ≥ wib, ∀ vb.

(8)

In the case of a tie (in terms of weight) for maximal neighbors of a node, we define

M(vi) = vj if (i − j) is minimum for all eligible nodes having equal, maximal weight

with vi. We term vj the maximally connected neighbor of vi. This definition of M(·)
may be applied recursively until a coarse node (a node in N 0) is reached. Let M∗(vi)
denote this recursive operator, i.e., M∗(vi) = M(M(. . . M(vi))) = vj ∈ N 0.

Given the set of coarse nodes, ci ∈ N 0, we may therefore represent the M(·)
operator in matrix form as:

Rvicj
=

{

1 if M∗(vi) = cj ,

0 else.
(9)

2.5 Coarse graphs

We first show that the coarse-level matrix, RGRT = R (L + T ) RT , is in fact a matrix

of the same form as G. Clearly, RTRT = Tc results in a Tc that is also diagonal with

a nonnegative diagonal. Consequently, our concern is whether or not Lc = RLRT is

also a coarse Laplacian matrix.

Any graph Laplacian matrix may be decomposed [34] into

L = AT CA, (10)

where C is an m × m diagonal matrix, indexed by edge, ei, such that Cii = wi and A
is the m × n edge-node incidence matrix defined as

Aeijvk
=











+1 if i = k,

−1 if j = k,

0 otherwise,

(11)

for every vertex vk and edge eij , where eij has been arbitrarily assigned an orientation.

Note that neither P nor A contain information about the edge weights. Therefore, if

B = AP is an incidence matrix for some graph, then

Lc = RLRT = RAT CART = BT CB, (12)

is also a graph Laplacian, which is necessarily isomorphic to a graph [34] (i.e., the

matrix is a unique representation of a graph).

This result follows from the following lemma:
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Fig. 2. Coarsening weights from a fine lattice to a coarse lattice. Black circles represent selected

coarse nodes while open circles indicate fine-level nodes. Dashed lines show groups of fine-level

nodes that have a common maximally connected neighbor. The graph on the right indicates the

coarse-level weighting derived from the fine-level MCN groupings. Although a single diagonal

edge has been introduced in the coarse-level graph, the coarse-level graphs will have connectivity

no greater than an 8-connected lattice (or a 26-connected lattice in 3D). Weights on internal edges

in the MCN grouping have no influence on the coarse-level weighting and are therefore unlabeled

to avoid confusion.

Lemma 1. For m × n edge-node incidence matrix A and n × q matrix Q, the product

B = AQ is an edge-node incidence matrix if Q is a binary matrix (i.e., all values are

zero or one) where each row has one and only one nonzero entry.

Proof. A matrix is an incidence matrix if each row has no greater than one {−1, 1}
pair, with all other entries being zero.

Consider the ith row of A, ai, which must contain either all zeros or a single {−1, 1}
pair. If all zeros, then the corresponding row of B, Bi is all zeros. If there is a {−1, 1}
pair, denote the nonzero entries by Aij and Aik, respectively. Since each row of Q
contains a single ‘1’, then Bi will either be all zeros (if Qjs = Qks = 1 for some

column s) or will contain a {−1, 1} pair (if Qjs = Qkr = 1 for s 6= r). ⊓⊔

We now proceed to show that the coarse level graph will maintain a lattice structure.

Given the formulation of the coarse-level Laplacian matrix in (12), the weight between

two coarse nodes on the upper-level graph is given by

wij =
∑

M∗(vs)=vi,M∗(vq)=vj ,∀vs,vj

wsq. (13)

Therefore, the weight between neighboring coarse nodes is nonzero only if ∃ eij ∈
E, s.t. M∗(vi) 6= M∗(vj). A k-th order neighbor may be mapped to a set of 2k coarse

nodes through M∗(vi), which we may denote as the reach of vi through M∗, H(vi).
Given two neighboring nodes, vi and vj , of kth and (k − 1)th order respectively, we

note that H(vj) ⊂ H(vi). Since |H(·)| is maximal for a node vi ∈ N k, and contains

all nodes in the hypercube surrounding vi, only coarse-level nodes at the corners of this
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hypercube may become connected. Consequently, if a fine-level lattice is connected

within a coarse-level hypercube, i.e., (3p − 1)-connected in p-D, then the coarse-level

lattice will remain (3p − 1)-connected in p-D for every subsequent coarse level. Figure

2 illustrates an example of the MCN coarsening in which a fine-level four-connected

2D lattice is coarsened to an eight-connected 2D lattice.

2.6 Efficient implementation

A description of an efficient method for effecting the three operators (restriction, coarse-

level and prolongation) is given by:

1. Find M∗ of each node in the fine-level graph by examining kth-level neighbors

from k = 0 to k = P , where P represents the data dimension.

2. The restriction may be effected by summing together the solution at each fine-level

node that maps through M∗ to the same coarse-level node to produce the coarse-

level solution.

3. Produce the weights for the coarse-level graph, Lc, from (13), i.e., for every two

neighbors with different M∗ nodes, add the weight between them to the weight

between their M∗ nodes.

4. Produce the diagonals for the coarse-level graph, T , by summing together the diag-

onal at each fine-level node that maps through M∗ to the same coarse-level node.

5. The prolongation operator may be efficiently implemented by copying the solution

at a coarse-level node to each of the fine-level nodes that were mapped by M∗ to

that coarse node.

Note that each of these steps require linear computational complexity. In the next sec-

tion, we examine the speed effects of our method with respect to an optimized conjugate

gradients and the pertinent multigrid method described in [31].

3 Results

The generalized inhomogeneous Poisson equation in (1) has found application for sev-

eral problems, as reviewed above. The multigrid method will produce the same solution

to the linear system, only faster. Consequently, it is sufficient to benchmark the method

for speed on any model problem of the form in (1) if it is run to the same level of conver-

gence as the competing numerical methods. The application chosen for the experiments

was the segmentation method of [2]. Five high-resolution images were seeded and seg-

mented using [2], followed by progressive downsampling of both the images and seeds

to lower resolution. Our goal was to replicate the same segmentation problem at multi-

ple resolutions.

We compared our multigrid approach for solving (1) to a conjugate gradients method

and the multigrid method of [31] on 2D images of increasing size. The conjugate gra-

dients method was heavily optimized and employed an incomplete Cholesky precon-

ditioner that was modified to keep the dropped values along the diagonal (see [35] for

more details). Both of the multigrid methods were run in a standard V-cycle with two
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Fig. 3. Comparison of the conjugate gradient method (with incomplete Cholesky preconditioner)

to the proposed multigrid method for solving (1) when segmenting images [2]. All images were

square, with the length of one side given by the x-axis.

Gauss-Seidel smoothing iterations for the multigrid method of [31] and one Gauss-

Seidel smoothing iteration for the MCN multigrid. All three methods were run until

the norm of the residual of the solution was within a tolerance value that was kept

constant for all experiments. The computations used to provide a solution to (1) were

all performed with double precision. Note that the conjugate gradients algorithm in-

creased computation time with roughly O
(

n1.4
)

complexity, despite the visualization

which may make it appear to increase with a linear dependence on resolution. The

MCN multigrid did in fact increase computation with a roughly linear dependence on

resolution.

For each image at each resolution, all three algorithms were applied and the total

time reported for execution on an Intel Xeon 2.4GHz machine with 3GB of RAM.

The error bars represent one standard deviation of the runtime of the image set. While

both multigrid approaches significantly outperform the conjugate gradients approach,

the MCN multigrid is faster than the multigrid method of [31] by approximately five

times. Due to the lattice structure of our MCN multigrid method, a GPU could easily

be applied to produce additional speed gains [15].

4 Conclusion

We have presented a multigrid method for solving problems of the general form given

in (1). Problems with this structure have become increasingly important in image pro-
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cessing applications such as segmentation [1–3], colorization [4], matting [5, 6] and

filtering [7, 8]. Similar systems have also been studied in the context of visual recon-

struction [12] and optical flow [14].

Previous approaches to multigrid solvers have typically employed either a matrix-

dependent coarsening operator with fast convergence or the maintenance of a lattice

structure at coarse levels with low memory overhead (see [20] for some exceptions). A

coarse-level lattice structure is essential for memory demands (and fast processing) of

high-resolution images or volumes. In addition to memory efficiency, a lattice structure

at coarse levels is also essential to taking advantage of the power of a GPU imple-

mentation [15, 16, 5, 3]. However, matrix-dependent restriction/prolongation operators

are essential for fast convergence of the multigrid method in the presence of disconti-

nuities. The Maximally Connected Neighbor multigrid algorithm presented here both

preserves a lattice structure at higher levels as well as employs the matrix-dependent

restriction/prolongation operators that result in fast convergence. Our experiments com-

pared our method with optimized preconditioned conjugate gradients code and another

Laplacian-specific multigrid method. Our method strongly outperforms the speed of

both methods when applied to real images. Future work includes a GPU implemen-

tation of our fast inhomogeneous Poisson solver which is expected to produce even

greater efficiency gains and the technique of recombining iterants [36] to further accel-

erate the convergence speed of the algorithm.
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