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INTRODUCTION

Breck Baldwin and Jeff Reynar informally began the University of Pennsylvani#G-6 coreferenceffort
in Januaryof 1995. For the first few months, tools were built and the systemwas extendedat weekly 'hack
sessions.' As more peopteganattendingthesemeetingsand contributingto the project,it grewto include eight
graduatestudents While the effort wasstill informal, Mark Wasson from Lexis-Nexis,becamean advisorto the
project.In July, the studentsproposedo the faculty that we formally participatein the coreferenceask. By that
time, we had developed some of #stem'sinfrastructureand hadmplementeda simplistic coreferenceresolution
system which resolved proper nouns by means of string matching.nidigr convincing, the faculty agreedat the
end of July that we could formally participatein MUC-6. We then beganan intensive effort with full-time
participationfrom Baldwin and Reynar, and part-time efforts from the other authors.In August we were given
permission from Yael Ravin of IBM's Information Retrieval group to use the IBM Name Extraction M8Hulge
were also given accesdo a large acronymdictionarywhich PeterFlynn maintainsfor a world wide web site in
Iceland (http://curia.ucc.ie/info/net/acronyms/acro.html).

The vast majority of our systemwas developedn Augustand SeptemberOur efforts prior to that time
were mostly directed towards implementing a parallelgd&astructurewhich allowed new componentgo be added
quickly with minimal effort. The ease d@ficorporatingnew componentavas demonstratedby the additionof a full
syntacticparsertwo weeksprior to the evaluation.In this datastructure,enhancementt the input data,such as
tokenization,part-of-speechiags, or parsetrees,are storedin separatealigned files. As a result, building a new
module which requires input from earlier components isimple as loading the files createcby thosecomponents
and performing the necessary processing. The fact that modules alahgin the pipeline do not alter the output
of earliercomponentsneansthat output files canbe read-only.As a result, the systemis afforded a measureof
robustnessif one componentfails, further componentswill not necessarilybe crippled and no downstream
component can alter the output of an earlier component.

This simple datastructure,which was inspired by a pretty-printing conventionusedby Lexis-Nexis to
display multiple levels of textual annotation, also allowed people to write softwadhe programminglanguageof
their choice. Ultimately, the majority of the code written explicitly for MUC was in Perl 4, but some programs were
also written in C and several different shell languages. Gfystemcomponentshot developedexplicitly for MUC
were written in Lisp and C++.

Despite the advantages of tlaipproachthe parallel-file datastructurehad somedrawbacksFirst, because
the system was built using many small tools, the number of files grew to be quite large, nearly 100 peksadicle.
result, disk spacebecamea problem.Second becausef the large numberof files and the numberof processes
reading each of them, file acceswe accountedor a significant portion of the time requiredto run the system.lt
took approximatelyl2 minutesto processan averagelength article when processingwas donein batch mode.
Processingnput files in groupsallowedthe overheadfor loading dictionariesand statisticalmodelsto be reduced
because it could be averaged over many articles.

Our coreferenceesolutionsystemwas built from severalcomponentsgachof which addressedlifferent
types of coreference. The philosophy behind thethodologywas that high precisioncomponentscould be linked
together serially to build an easily extensibtgdularsystem.We focusedon building high precisioncomponents
on the assumptiorthat many high precision, moderaterecall componentswhen linked together,would yield a
system with good overall recall. This goal was met with varying degfessccessUnfortunately,only one of the
three components which posited coreference emerged as being highly precise: the proper name matching componer

We utilized off-the-shelf components whenever possible. Most of thesenermslevelopedat Penn.As a
result, the majority of our efforts wentinto writing parsersand preprocessingitilities which allowed various pre-
existing tools to communicate with one another and produce output which could be used by other tools faether in
processing pipeline. Thus, we wereedto spendtime developingthe task-specificcomponentf the systemand
performingdataanalysis.Although no time was spentdevelopingtools particularly for the MUC task prior to
January, many hours went into developing somthebff-the-shelfcomponentsve used,suchas Eric Brill's part-
of-speechtagger[2] and Lance Ramshawand Mitch Marcus' Noun PhraseDetector[10]. We estimatethe total
number of hours spent on the projéstlf to be roughly 1800, distributedamongthe eight graduatestudentsvho
worked on the project. Theast majority of thesehourswere contributedbetweenthe endof July and competition
week in early October.



Table 1 showshe performanceof our systemwhen simple formatting errors,which hurt performanceon
two of the 30 test filesyere corrected.Table 2 containsour official systemperformancdigures. Table 3 contains
systemperformancevhen optional elementswere treatedas if required.This set of scoresis presentedn order to
allow comparison between scores for various system components without hagieagwith the adjustmento the
number of correct items which resuftem different componentsnarking coreferencéoetweendifferent numbersof
optional elements.

Recall 973/1540 .63

Precision 973/1345 72

Table 1: System Performance without Formatting Errors.

Recall 848/1529 .55

Precision 848/1345 .63

Table 2: Official System Performance.

Recall 973/1627 .60

Precision 973/1345 72

Table 3: System Performance without Formatting Errors but with optional elements treated as required.

THE SYSTEM

Throughout the system description section, words and phrases ayigehlrin articleswill be displayedin
italics. Figure 1 containsa systemflowchart. Databasesre shown in drums and systemmodulesare shown in
rectangles.

End of Sentence Detection

Thefirst stepin our processingpipeline is end-of-sentenceletection.Sentenceboundariesare identified
using a maximum entropy model developedexplicitly for MUC-6. This modelwas built quickly using a general
maximum entropy modeling tool which will be discussed in a forthcoming paper [11]. Sefitahqainctuationis
definedto include only periods,exclamationpoints and questionmarks; we do not attemptto mark sentence
boundaries indicatedy semi-colonscommasor conjunctions.Only instancesof sentence-finapunctuationwhich
areimmediatelyfollowed by white spaceor symbolswhich may legitimately follow sentencéboundariessuchas
guotationmarks, were consideredo be potentialsentencéoundariesFor convenienceywe define any sequenceof
white-space separated tokens to be a word while discussing this stage of processing.

The maximum entropy model was trained using the dry run and training portitnesM{JC-6 coreference
annotated datayhich includedSGML annotatedsentencéooundariesThe model usedbinary-valuedfeaturesof the
word to which the putative end-of-sentence marker eegoined,as well as binary-valuedfeaturesof the preceding
and following words. These features included whether the word waparatedesignatorsuchas Corp. or Inc., or
an honorific, such aBr. or Ms,; whether thevord was upper-casewhetherthe word was a likely monetaryvalue;
whetherthe word was likely to be a percentagewhetherthe word was a number; whetherthe word contained
punctuationindicative of ellipsis; and featuresindicating whetherthe word endedin various non-alphanumeric
characters.
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Figure 1: System flowchart.

We did not subjecthis componento rigoroustesting, but did examineits output for approximately300
blind test sentences and found that only one error was made. We intend to further refine this component and subject
to automatic testing against a sentence-detected corpus in the near future.

Tokenization

Oncesentencéboundariesare identified, tokenizationbegins. We developedour tokenizersolely for the
MUC coreference task becausespecific tokenizationrequirementsThe combinationof the character-basenature
of the scoring software and the requiremeftsarioustools that punctuationbe separatedrom words forced us to
build a tokenizer which maintainscharacteffset mappingfor all of the tokensin the input messagesA trivial
error in this system caused two of the 30 test messages to be garbled sufficientlysbartetfuetectedvirtually no
correct coreference in them. This is why we are presenting both official and unofficial scores.

In addition to maintaining the character offset mapping, the tokenizer performsofogtandardasks. The
first is the alterationof headlineword capitalization.The Wall StreetJournaladheresto standardconventionsfor
capitalizationof words in headlines,but since capitalizationis an important cue for coreferenceresolution, we
attemptedto eliminate capitalizationwhich resultedsolely from theseconventions.Headlinewords which were
capitalizedin the body of the text anywhereotherthan sentence-initiaposition remainedcapitalized,as did those
which were frequently capitalized other thansentence-initiaposition in the TreebankWall StreetJournalcorpus
[8]. All other uppercase words were converted to lowercase.

The second non-standard tasddressetby the tokenizeris the extractionof dateinformation. The dateline
field is parsed to determine when each article was written. This information is later peesit woreferencéoetween
words or phrases such aslay, tomorrow this weekthis year and dates, such &wvember 20, 1995

The third non-standar¢omponentdeterminesvhether's or ' is a genitive marker or part of a company
name. When iis actually part of a companyname,it doesnot indicatepossessiorof the following noun phrase.
This step was necessary because the part-of-speech taggtrs aadn phrasedetectorrequiredgenitive markersto
be tokenizedseparatelywhile non-genitiveinstancesof 's or ' were requiredto remain attached.For instance,



McDonald's whenit refersto the fast-food chain, should be treatedas a single token, while Mary's should be
separated into two tokengtary and's.

The final uniquetask the tokenizeraddresse$s hyphenated-worgplitting. Since coreferences allowed
between portions of hyphenated words which are themselves wsagisas Apple in the phrasea joint Apple-IBM
venture determiningwhethera portion of a hyphenatedvord may participatein coreferences important. The
heuristic we use is similar to the one used to determine whether a headline word shimwddzsedThat is, when
oneor more of the words which comprisea hyphenatedvord exists on their own within the article, then the
hyphenated word is split into multiple tokens.

Unfortunately,becausef the natureof the training datausedby the noun phrasedetector,bare hyphens
cause serious noun phrase detection errorssifgulicity, andbecauseof time limitations, we optednot to retrain
the noun phrasedetector.As a result, multiple tokenizationsof each article are maintained.In one of the
tokenizations hyphenatedvords are left unalteredIn the otherversion, hyphenatedvords are split into multiple
tokens based on the above criteria. Also, the tokenizer is responsible for maintaining the mapping between these tw
tokenizations so that the output of tools which use different tokenization schemes can be combined.

Part-of-Speech Tagging

Severalcomponentof the MUC coreferencesystem, such as the noun phrasedetector,require part-of-
speech (POSagsfor all of the wordsin an article. We combinedthe output of the following threePOS taggers
using a simple voting schemeEric Brill's Rule BasedTaggerversion 1.14 [2], the XTAG tagger,which is an
implementation of Ken Church's PARTS tagger [4] and Adwait Ratnaparkhi's Maximum Emtaigggr[11]. Each
of these taggers uses the Penn Treebank tagset [8].

These three taggers, which were trained on the Penn Treebank WalDStreeticorpus,tag pre-tokenized
text. The tag actually used by the MUC system is determined by a majority voting scheme, in whishchdagn
as the "winner" if at least two of the taggers postulate it. In the rare #naatl threetaggersdisagreethe system
uses the tag assigned by the maximum entropy taggeros casesthe majority voting schemeeliminateserrors
that are esoteric to a single tagger, and should therefore perform bettanytsngle tagger.We did not havetime
to empirically verify this hypothesis, but intend to do so in the future. We may also improve upon thenautéhg
by incorporating information regarding which tagger proposed each tag.

Basal Noun Phrase Detection

To identify noun phraseshe systemusesLance Ramshawand Mitch Marcus'basalnoun phrasedetector
[10]. Basal noun phrasesare those noun phrasesin the lowest level of embeddingin the Penn Treebank's
annotationsintuitively, they arethe smallestnoun phrasesin a parse.For example,chief executiveofficer and
International BusinessMachinesare both basalnoun phraseshut chief executiveofficer of International Business
Machinesis not, since it contains nested noun phrases. Ramshaw and Marcuphrasatletectoris basedon Eric
Brill's work on learning transformational rules for part-of-speech tagging. It was trained using a setttetagded
and parsed Treebank Wall Street Journal corpus disjoint from the MUC-6 test data.

We postprocess the output of their tool to make it more appropriate for the coreference task. For instance, i
brackets noun phrases containing genitives in the following way: [Noun Phrase 1] ['s Noun Phrase 2]. But, we prefe
[Noun Phrasel] 's [Noun Phrase2] sinceit is more appropriatefor further processingsteps.In addition, we
manually addedsometransformationgo the set learnedfrom the treebank.Thesetransformationsgeneralizedon
learned ones. For instance, rules were learned which involvedtigys week, but dueto sparsityof training data,
they were learned only for a subset of the seven days of the week. We manuallhaddesing casesWe did not
independently measure the performance of their tool using this modified rule set, but may do so in the future.



Knowledge Sources

We experimented with varioushowledgesourcesduring systemdevelopmentjncluding WordNet[9], the
XTAG morphological analyzef6], Roget'spublicly available1911 thesaurusthe Collins dictionary, a versionof
the American Heritage dictionary for which the University of Pennsylvania has a site licertbe &atetteerOnly
WordNet, the XTAG morphological analyzer and the Gazetteer were used in the final system.

We extracteda geographicname databasdrom a publicly available version of the Gazetteemwhich we
downloaded from the Center for Lexical Research. This database contains hames of continents, islands, island groug
countries, provinces, cities and airports. Tihif@rmationis usedwhen performingtype checkingprior to positing
coreference between entities.

The XTAG morphology database [6] was originally extracted fronl8%9 edition of the Collins English
Dictionary and the Oxford Advanced Learner's Dictionary of Current English, and then edited and aubynbated
It contains approximately 317,000 inflected items, along with their root famd@flectional information, suchas
case, number and tense. Thirteen parts of spaedlifferentiated:noun, propernoun, pronoun,verb, verb particle,
adverb, adjective, preposition,complementizerdeterminer,conjunction, interjection, and noun/verb contraction.
Nouns and verbs are the largest categories, with approximately 213,000 and 46,500 inflected forms, respectively.

Tagging for Gender, Number and Animacy

To resolve pronouns whidypically selectfor a genderecantecedenas well asthosethat typically select
for an animateantecedentgenderedr non-genderedthe WordNet 1.5 lexical databasg9] for nounsis usedto tag
each potential antecedent with respect to these semantic fe&tuadslition, rudimentarymorphologicalanalysisof
the headof a noun phraseis performedand severaldatabaseare consultedto determinewhethera particular noun
phrase refers to a male, a female, or a person of either gender. Also, some singulaowosisuchas committee
may be the antecedents of plural pronouns. WordNet is also conuliaglsuchnounsas possibly having setsof
individuals as their referent.

WordNet's noun database is organized as an inheritance latticexdfople the entry for manis linked to
daughter nodes which include the entbashelor boyfriend eunuch etc. Assumingthat a semanticfeaturesuchas
maleness generally will propagate frorparentin the hierarchyto its children,one cantest the genderof a given
noun by examining its ancestors. If one of the ancestors is thenealtgyfor example, it may beoncludedthat the
word itself typically denotes an entity which male. Similarly, the WordNetentry social_grouptendsto subsume
nouns which can have groups of individuals as their referents.

Unfortunately,the WordNettaxonomyis more like a tree than a lattice, so that many useful multiple
inheritance links do not exist. For example, the entryifmleis not a descendant of the entoy man althoughan
uncle is clearly a type of man. Additionallgs with any semanticinheritancehierarchy,not all featuresare always
passed down from parent to child, so that strictly monotonic reasoning is not valid.

To ameliorate these deficiencies and complications, the query to WordNet takes theddBwoédanquery
aboutthe ancestorof a given word entry. For example,an OR operatoris usedto tag as male words which are
descendantsf either the male node or the kinsmannode, which subsumesauncle This supplantsthe missing
inheritance link, which would be needed in a complete semantic taxonomy, betaleamdkinsman To prune out
descendants of an entry suchh@mwhich do not inherit the semanticfeatureof malenessan AND NOT operator
canbe usedto excludesubclassesf the classof descendantef male Additionally, to circumventproblemswith
solely relying on the Booleanquery,a word's definition is also examinedin a rudimentaryway, to checkfor key
wordsthat indicate semanticfeaturesof the potential referentsof this word, such as the word someong which
suggests a human referent.

For polysemous words, WordNet may give conflicting evidence beadube word's multiple sensesFor
examplegndis judged as potentially compatible with a human referent, beeasad is a type of football player.
But in most contexts,this senseof end will be wrong and this word should not be consideredas the potential
antecedent for a pronoun suchhas



Therefore the evidencefrom WordNetis weightedon a scale of plausibility. The evidencefor uncle is
considered more plausible than tfiatt endbecauséoth sensef unclein WordNethavethe entry personamong
their ancestors. On the other hand, only one of the thirteen denss®l haspersonasits ancestorMoreover,not
all of the sensesof end are equally likely to occur. The WordNet semantic concordanceprovides frequency
information from a fraction of the Brown Corpusfor sense®f endandother words in the noun databaseThese
countscan be usedto estimatethe probabilities of WordNet word sensesWhen no datais availablefrom the
semantic concordance for some senses of a word, the gagguencyare smoothedIf no datais availablefor any
sense of the word, the uniform distribution is assumed.

The evidencefrom WordNetis thenweightedaccordingto how likely it is that the sensefor which the
evidencels obtainedis the correctsenseof the word seenin the input file. A more sophisticatedapproachwould
involve using word-sensalisambiguatiortechniquedo guessthe correctsenseof the word, and then only query
WordNetaboutthat particularsense However,the methodemployedin the currentsystemis ableto discriminate
reliably on a coarselevel betweencasedike endanduncle A weight of 1.0 is assignedo the personfeaturefor
uncle whereas only 0.024 is assigned to this featuemih

As a second source of evidence about the gender or animacy of noun phrase refertaiikedafogendered
first names,compiled by Mark Kantrowitz and Bill Ross and freely available from the Computing Research
Laboratory of New Mexico State University, are consulf#tk table of first namesoverlapswith placenamesand
time words. For example,Canadaand Tuesdayare women'snames.In suchcasesthe evidencefrom the table is
discarded. This evidence is weighted separately from the WordNet look-up results.

Finally, a rough analysisof the suffix morphologyof the word is undertakenNouns endingin "-man"
which do not end in "-woman" tend tienotemale humans.However,dueto the inherentgenderbias of language,
words such ashairmancanalso be usedto referto women.Hencesuchwords also count as evidenceof a female
referent,but to a lesserdegree.This resultsin both the male weight andthe femaleweight beingsetto non-zero
values. The difference in weighting betwebe two is currently basedon intuition, though corpusmethodsmight
yield a more exactestimateof how much weightto give the femalereadingbasedon how often such words are
actually used to refer to women.

Pleonastic It Detection

It is often used anaphorically iWall StreetJournalText. Nonethelessidentifying instancesf pleonastic
it, which do not corefer, is still significanthe systemidentifies theseinstancesof it by scanningtaggedtext and
applying partly syntactic and partly lexidasts. Most of thesetestsare describedn [7], but someadditionaltests
were addedto increasecoverageThe fifteen rules usedto detectpleonasticit are shownbelow in table4. Part of
speech tagfollow wordsanda slash,andare specifiedusing the PennTreebanktagset.Disjunctionsare indicated
using a vertical bar, (|), and optional elementsare surroundedy brackets([]). S abbreviatesentenceNP means
noun phrase; and VP stands for verb phrase. We abbreviate CA for comparative adgeth@slarger or smaller,
SA for superlativessuchas greatestor largest MA for modal adjectives,suchas necessanpor uncertain MV for
modal verbs, likeouldor will; CV for cognitive verbs, suchs recommendedr hoped and CADV and SADV for
comparative and superlative adverbs.



It is (CA/JIR | SA/IJIR | not) MA/JJ that S It (is not | may be) (CA/JJR | SA/JJR | not) MA/JJ
| MV appreciate|believe it if ... It MV be (MA/JJ | CV/VBD) ...

It is (CA/JJR | SA/JIR | not) CV/VBD that S It (seems|appears|means|follows) [that] S

... NP makeslfinds it MA/JJ [for NP] to VP ... It is time to VP ...

It is thanks to NP that S It is (CADV/RB | SADV/RB) adj/JJ ...

It (signalslis/VBZ) ?/NNP ?/POS ?/NN ... ... (makes | made) it clear that S

It is a (CADV/RB | SADV/RB) MA/JJ NP ... Would n't it be (CA/JIR | SA/JIR | not) MA/JJ .
It is (CA/JIR | SA/JJIR | not) MA/JJ [for NP] to VP

Table 4: Pleonastic it detection rules.

La Hack 2

The first component of the systemhich actually marks coreferencéoetweenentitiesis called La Hack 2.
It's performancds shownin table 5. Our first attemptat a coreferencesystem,La Hack 1, posited coreference
between identical upper case words in the text, and was written to test the validitgystéa'sSGML annotation
and to test the tokenizer. La Hack 2 was written to do more sophisticated string mdtchgegseveralknowledge
sources, including the IBM Name Extraction Module, and a simple unification systanadtacecoreferencechains.
The knowledge sources are used to determine whethentp is of type person,place,corporationor other. Most
of the entitieswhich La Hack 2 annotatesare propernouns,but the dateinformation extractedby the tokenizeris
used here as well. The majority the strings annotatedare noun phrasesletectedby the noun phrasedetector,but
some sub-noun phrase units are annotated as well. Properwloichsare portions of longer noun phrasesnay be
annotated. For exampl&pplein the phrasépple stock pricesould be annotatedf therewere otherreferenceso
Applein the article.

La Hack 2 makesfour passeghrougheacharticle. On the first, it builds coreferencechains containing
alternate forms of corporate and person names as identified by theBX&mmetion Module Thesevariantreferences
include referencedo peopleby first nameonly, last nameonly, last nameandan honorific, and referenceswhich
omit middle names. For instancgeneral Colin Poweltould be referredo as GeneralPowell, Colin, Powell Mr.
Powelland so forth. Variant corporatemesmay be referencesvhich excludecorporatedesignatorsuseacronyms
or omit a company's industry. For exam@@ple Computer Inanight be referred to aspple Apple Inc, etc.

The next processing step looks for date matchedthosealternateforms not identified by the IBM tool.
The third steplooks for uppercasestring matcheswhich are not variantnamereferencesor which do not contain
corporatedesignatorr honorifics. Productnames,someacronymsand miscellaneousther upper casewords are
entered intacoreferencechainsin this stage.The final stageis an uppercasesubstringmatchwhich is targetedat
finding coreference chains which were missed by the named entity tool and the other stages as well.

The purpose of theimple type systemis mainly to preventcoreferenceehainsfrom being createdby the
substring matchingtagewhich containsubstringsof differenttypes. For instance Appleis a substringof Apple
CEO John Sculleybut they cannot be coreferent sidodn Sculleys a person anAppleis a corporation.



Recall 468/1627 29%

Precision 468/546 86%

Table 5: La Hack 2 performance.

Par ser

The parser we use has been developed over the past 6 momiichbgl Collins, andis a continuationof
the work on prepositional phrase attachment described in [5]. It was trained on 33000 senterttes\ifalinStreet
Journal Treebank [8]. As yet no extensive performance tests have been made, but both recall andpritisied
edges is over 80%. The parser was used to spot syntactic patterns which sigredéeencef noun phraseswithin
sentences, such as appositive relations and predicate nominative constructions. The performance of this componen:
shown in table 6.

Given a maximal noun phrase, we fitite headnon-recursivenoun phrasethrougha left-recursivedescent
of the parse tree. For exampleed Bloggs, president of ACME, who was elected yestevdaid be reducecto Fred
Bloggs In addition, if either of the noun phrases involves conjunction, aesgident of Generallotors and former
CEO of Ford both minimal noun phrasgmesidentandformer CEOwould be recovered.

We mark one noun phrase, called NP1, as being coreferena sitondnoun phrase NP2, becausef an
appositive relationship if NP1 is the head of a parent noun phrase, and NP2Zaslisdsddescendantf this parent
noun phrase. For example, in the phrégien Smith, presidertf ACME, a former worker at Eastern John Smith
is coreferentwith both presidentand a former worker. Note that the parserincorporatespunctuationinto the
statistical model, so a comma between two noun phrases is seen as a strong indication of an appositive relationshi

The Wall StreetJournalusesconstructionssimilar to appositivesto indicate relationshipsother than
coreferencelFor example,such constructionsare usedwith place names,such as Frankfurt, Germanyor Smith
Barney, Harris Upham &Co. , New York ; ages,suchasAl Bert, 49; anddates,suchas March 31, 1989 These
constructionsare a sourceof error in appositiverecognition. In addition, the parserconfusessome instancesof
conjunctionwith appositives.For this reasonsemanticfiltering is requiredto raise precision.We found that the
following strategyworked remarkablywell: given the two proposedminimal noun phrasesif the first one hasa
capitalizedhead,andthe secondheadbeginswith a lower-casdetter, acceptthe pair as coreferent.Note that this
would deal correctlyith all the aboveexamplesA few additionalcaseswere caughtby allowing pairs wherethe
first head word was on a list of honorifics, suctpassidentchairman journalist, or CEQ, andthe secondheadwas
capitalized.This heuristiccorrectly handlescasessuchas ACME's president,Bill Jones Also, a later processing
stageremovesindefinite casesrom thoseproposedas appositives While not appearingn the final output, these
cases are used to aid in positing other types of coreference.

Definite cases of predicate nominative constructions are also markable. As a result, gyat@ctisof the
type 'NPis NP' are also recognized, as are constructions involving the negriaénor become which functionin a
similar way tobe. Thesecould appealin sententialclausesor in relative clausessuchas Fred Flintstone, who is
Wilma's husbandAs is the case withppositives,ndefinitesarefiltered from the final output, but are markedand
used in later processing.

Several verbs function similarly tliecomeandremain but subcategorizéor a prepositionalphraseheaded
by as, with the object of this prepositional phrase being coreferent with the subject of the verb. A list of these verbs,
includingserve work, continueandresign was compiled and these patterns were used as well.

It was found that most verb phrases, regardless of the verb head, which take both a noun phraseéaNP1,
prepositional phrase headeddswith an object, NP2, imply coreference between IMRANP2. This was extended
to include patternsof the form 'verb npl (to be np2).' Some examplesare shown below. Underlined entities are
coreferent.



Mr. Casey succeedd. JamesBarrett, 50, aspresidentof GeneticTherapy

But the mainstream civil-rights leadership generally avoided the rhetoric of "law and order," regérdiag
codefor keeping blacks back

We consider ouButtheadto bean endearingfun-lovingguy," a spokesman says

In addition, patternswereimplementedo identify phrasescontainingmonetaryfiguresin which alternate
representations of the amount gresent.Somesuchphrasesare: $53, or 20 centsa share 23 billion marks(15
billion dollars) andprofits climbed to 11 million dollars

Recall 97/1627 6%

Precision 97/139 70%

Table 6: Syntactic Pattern Performance.

Parsingenablesregular expressiongo be written which apply to treesratherthan surfacetext. These
patterns are simpler and more intuitive than equivalent surface regular expressions. It is trivialew pdtternsto
the system,sincethe parserhaseffectively abstractecaway many of the complicationsof the surfacetext. While
regular expressions could catch manytef phenomenave havedescribedthey will becomeincreasinglycomplex
as they attempt to capture long range dependencies in the text and will also become increasingly inaccurate.

Bride of CogNIAC

Resolution of pronouns and lower-case anaphors was handled by a program called Bride of CogNIAC, which
is an extension of CogNIAG1]. CogNIAC wasdesignedo perform pronominalresolutionin highly ambiguous
contexts and iglistinguishedrom otherapproacheso pronominalresolutionin the following ways. First, it was
designedto have high precision, rather than high recall. Second,it ranksthe relative salienceof an anaphor's
candidateantecedenti a partial orderratherthan a total order. This meansthat two candidateantecedentgan be
equally salient. And, third, it requiresthat therebe a uniqueantecedentor an anaphor.Uniquenesss achievedby
eliminating competingantecedentsising semanticinformation or by preferring some candidateantecedent®ver
others. CogNIAC will not commit to a resolution if a unique referent cannot be found.

Bride of CogNIAC also handleslower-casedefinite descriptionsusing various knowledgesourcesto do
semanticclassificationof noun phrasesinto categoriessuch as person,male, female, place, thing, singular and
plural. It also employsthe pleonastic-itfilter describedaboveand a quoted speechcomponentnot presentin
CogNIAC. Bride of CogNIAC performsresolutionon basalnoun phrasedetectedand part-of-speechtaggedtext. It
also relies on proper noun anaphora informagimvidedby La Hack 2 and syntacticanaphoranformation posited
by the parser. System performance prior to running Bride of CogNIAC, the last component which posits coreference
is shown in table 7.

Recall 564/1627 35%

Precision 564/648 82%

Table 7: La Hack 2 and Syntactic Pattern Performance.

Bride of CogNIAC attemptsto determinewhetherfuzzy string matchessuch as the unions and unions
indicate coreference. The combined performance of this component in conjwicticelbovecomponentss shown
in table 8. It equates markables which shmmmmonheadnoun using variousmetricsof similarity. The biggest



difficulty is to preventBride of CogNIAC from marking too many things as coreferent.As a result, various
heuristics are used to reduce the number of entities marked. For example, coreference is not posited if:

» The number of words in the antecedent noun phrase is less than the number of words in the anaphor.
» The words in either string are on a stop-word list.

*» Possessive or prepositional modifier conflicts exist.

Recall 729/1627 45%

Precision 729/992 79%

Table 8: Performance with lower case string matching added.

The second and final task addressed by Bride of CogNIAC is the resolution of pronominatsdswthich
behavelike pronominals,suchas company Performancdor this componentaloneis shownin table 9. Overall
official results are shown in table 2. Overall unofficial results are shown in table 1.

Recall 245/1627 15%

Precision 245/423 58%

Table 9: Pronoun component performance.

We were disappointedy the performanceof the pronounresolutioncomponentin examiningthe output
briefly, the mistakes made wedaieto knowledge-baséailures andbugs more than issuesinherentto the pronoun
resolutionalgorithm. This is clearly an aspectof the task where better knowledgerepresentatiorwould improve
system performance.

CONCLUSION

We found the MUC-6 coreference task to be challenging and enjoyable for several reasons. Firsysnost of
are accustometb working aloneandwe enjoyedthe opportunityto work as a team, especiallysincethis fostered
research contacts which might not have otherwise been r8adendunlike typical researchwork, participationin
MUC lasted a finite amount of time and there were clearly defined goals and success hietdcthe task exposed
someof us to researctareaswith which we only had passingfamiliarity. We hope that MUC will continueto
encourage participation from new sites by focusing on sub-tasks relevant to information extraction.
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<TXT>

<p>

One of the many differences between <COREF ID="11" TYPE="IDENT" REF="4">Robert L. James</COREF>,
<COREF ID="12" TYPE="IDENT" REF="4">chairman</COREF> and <COREF ID="13" TYPE="IDENT"
REF="4">chief executive officer</COREF> of <COREF ID="14" TYPE="IDENT" REF="6">McCann-
Erickson</COREF>, and <COREF ID="15" TYPE="IDENT" REF="3">John J. Dooner Jr.</COREF>,
<COREF ID="16">the agency</COREF>'s <COREF ID="17" TYPE="IDENT" REF="3">president</COREF>
and <COREF ID="18" TYPE="IDENT" REF="3">chief operating officer</COREF>, is quite telling: <COREF
ID="19" TYPE="IDENT" REF="4">Mr. James</COREF> enjoys sailboating, while <COREF ID="20"
TYPE="IDENT" REF="3">Mr. Dooner</COREF> owns a powerboat.

</p>

<p>

Now, <COREF ID="22" TYPE="IDENT" REF="4">Mr. James</COREF> is preparing to sail into the sunset, and
<COREF ID="24" TYPE="IDENT" REF="3">Mr. Dooner</COREF> is poised to rev up the engines to guide
Interpublic Group's <COREF ID="27" TYPE="IDENT" REF="6">McCann-Erickson</COREF> into the 21st
century. <COREF ID="29">Yesterday</COREF>, <COREF ID="30" TYPE="IDENT"
REF="6">McCann</COREF> made official what had been widely anticipated: <COREF ID="32" TYPE="IDENT"
REF="4">Mr. James</COREF>, 57 years old, is stepping down as chief executive officer on July 1 and will
retire as chairman at the end of the year. <COREF ID="39">He</COREF> will be succeeded by <COREF ID="40"
TYPE="IDENT" REF="3">Mr. Dooner</COREF>, 45,

</p>

<p>

It promises to be a smooth process, which is unusual given the volatile atmosphere of the <COREF
ID="318">advertising</COREF> business. But <COREF ID="47" TYPE="IDENT" REF="3">Mr.
Dooner</COREF> has <COREF ID="48">a big challenge</COREF> that will be <COREF ID="50"
TYPE="IDENT" REF="3">his</COREF> <COREF ID="51" TYPE="IDENT" REF="48">top

priority</COREF>. "<COREF ID="52" TYPE="IDENT" REF="39">I</COREF>'m going to focus

on strengthening <COREF ID="53">the creative work</COREF>," <COREF ID="54" TYPE="IDENT"
REF="39">he</COREF> says. "There is room to grow. <COREF ID="57">We</COREF> can make further
improvements in terms of the perception of <COREF ID="61" TYPE="IDENT" REF="57">0ur</COREF>
<COREF ID="62" TYPE="IDENT" REF="53">creative work</COREF>."

</p>

<p>

Even Alan Gottesman, an analyst with PaineWebber, who believes<COREF ID="67" TYPE="IDENT"
REF="6">McCann</COREF> is filled with "vitality" and is in "great shape," says that from a creative standpoint,
"You wouldn't pay to see <COREF ID="72" TYPE="IDENT" REF="6">their</COREF> reel" of <COREF
ID="74">commercials</COREF>.

</p>

<p>

While <COREF ID="75" TYPE="IDENT" REF="6">McCann</COREF>'s world-wide billings rose 12% to $6.4
billion last year from $5.7 billion in 1992, <COREF ID="82" TYPE="IDENT" REF="16">the agency</COREF>



still is dogged by the loss of the key creative assignment for the prestigious Coca-Cola Classic account. "<COREF
ID="86" TYPE="IDENT" REF="3">I</COREF> would be less than honest to say <COREF ID="87"
TYPE="IDENT" REF="3">I</COREF>'m not disappointed not to be able to claim creative leadership for <COREF
ID="89">Coke</COREF>,"<COREF ID="90" TYPE="IDENT" REF="3">Mr. Dooner</COREF> says.

</p>

<pp>

<COREF ID="91" TYPE="IDENT" REF="6">McCann</COREF> still handles promotions a

nd media buying for <COREF ID="93" TYPE="IDENT" REF="89">Coke</COREF>. But the bragging rights to
<COREF ID="95" TYPE="IDENT" REF="89">Coke</COREF>'s ubiquitous advertising belongs to <COREF
ID="97">Creative Artists Agency</COREF>, <COREF ID="98" TYPE="IDENT" REF="97">the big Hollywood
talent agency</COREF>. "<COREF ID="99" TYPE="IDENT" REF="57">We</COREF> are striving to have a
strong renewed creative partnership with Coca-Cola," <COREF ID="102" TYPE="IDENT" REF="3">Mr.
Dooner</COREF> says. However, odds of that happening are slim since <COREF ID="105">word</COREF>
from <COREF ID="313" TYPE="IDENT" REF="89">Coke</COREF> headquarters in Atlanta is that <COREF
ID="312" TYPE="IDENT" REF="97">CAA</COREF> and other ad agencies, such as Fallon McElligott, will
continue to handle <COREF ID="314" TYPE="IDENT" REF="89">Coke</COREF> advertising.

</p>

<pp>

<COREF ID="112" TYPE="IDENT" REF="3">Mr. Dooner</COREF>, who recently lost 60 pounds over
<COREF ID="115" TYPE="IDENT" REF="39">three-and-a-half months</COREF>, says now that <COREF
ID="116" TYPE="IDENT" REF="3">he</COREF> has "reinvented" himself, <COREF ID="118" TYPE="IDENT"
REF="3">he</COREF> wants to do the same for <COREF ID="120" TYPE="IDENT" REF="16">the
agency</COREF>. For <COREF ID="121" TYPE="IDENT" REF="3">Mr. Dooner</COREF>, it means
maintaining <COREF ID="123" TYPE="IDENT" REF="3">his</COREF> running and exercise schedule, and for
<COREF ID="125" TYPE="IDENT" REF="16">the agency</COREF>, <COREF ID="126" TYPE="IDENT"
REF="16">it</COREF> means developing more global campaigns that nonetheless reflect local cultures. One
<COREF ID="310" TYPE="IDENT" REF="6">McCann</COREF> account, "<COREF ID="131"

TYPE="IDENT" REF="39">I</COREF> Can't Believe <COREF ID="132" TYPE="IDENT"
REF="6">It</COREF>'s Not Butter," a butter substitute, is in 11 countries, for example.

</p>

<pp>

<COREF ID="137" TYPE="IDENT" REF="6">McCann</COREF> has initiated a new so-called global
collaborative system, composed of world-wide account directors paired with creative partners. In addition, Peter Kim
was hired from WPP Group's J. Walter Thompson last September as vice chairman, chief strategy officer, world-
wide.

</p>

<p>

<COREF ID="147" TYPE="IDENT" REF="3">Mr. Dooner</COREF> doesn't see a creative malaise permeating
<COREF ID="149" TYPE="IDENT" REF="16">the agency</COREF>. <COREF ID="150" TYPE="IDENT"
REF="3">He</COREF> points to several campaigns with pride, including <COREF ID="153">the
Taster</COREF>'s Choice commercials that are like a running soap opera. "<COREF ID="157" TYPE="ID
ENT" REF="153">It</COREF>'s a $19 million campaign with the recognition of a $200 million campaign,"
<COREF ID="161" TYPE="IDENT" REF="3">he</COREF> says of <COREF ID="162" TYPE="IDENT"
REF="74">the commercials</COREF> that feature a couple that must hold a record for the length of <COREF
ID="168">time</COREF> dating before kissing.

</p>

<p>

Even so, <COREF ID="170" TYPE="IDENT" REF="3">Mr. Dooner</COREF> is on the prowl for more creative
talent and is interested in acquiring <COREF ID="173" TYPE="IDENT" REF="16">a hot agency</C

OREF>. <COREF ID="174" TYPE="IDENT" REF="39">He</COREF> says <COREF ID="175"
TYPE="IDENT" REF="39">he</COREF> would like to finalize <COREF ID="176" TYPE="IDENT"
REF="29">an acquisition "yesterday</COREF>. <COREF ID="177" TYPE="IDENT" REF="39">I</COREF>'m
not known for patience."

</p>

<p>

<COREF ID="179" TYPE="IDENT" REF="3">Mr. Dooner</COREF> met with <COREF ID="180">Martin
Puris</COREF>, <COREF ID="181" TYPE="IDENT" REF="180">president</COREF> and <COREF |D="182"



TYPE="IDENT" REF="180">chief executive officer</COREF> of <COREF ID="183">Ammirati &
Puris</COREF>, about <COREF ID="184" TYPE="IDENT" REF="6">McCann</COREF>'s acquiring the agency
with billings of $400 million, but nothing has materialized. "There is no question," says <COREF ID="191"
TYPE="IDENT" REF="3">Mr. Dooner</COREF>, "that <COREF ID="192" TYPE="IDENT"
REF="57">we</COREF> are looking for quality acquisitions and <COREF ID="194" TYPE="IDENT"
REF="183">Ammirati & Puris</COREF> is a quality operation. There are some people and entire agencies that
<COREF ID="199" TYPE="IDENT" REF="3">I</COREF> would love to see be part of the <COREF ID="311"
TYPE="IDENT" REF="6">McCann</COREF> family." <COREF ID="202" TYPE="IDENT" REF="3">Mr.
Dooner</COREF> declines to identify possible acquisitions.

</p>

<p>

<COREF ID="204" TYPE="IDENT" REF="3">Mr. Dooner</COREF> is just gearing up for the headaches of
running one of the largest world-wide agencies. (There are no immediate plans to replace <COREF ID="210"
TYPE="IDENT" REF="3">Mr. Dooner</COREF> as <COREF ID="211" TYPE="IDENT"
REF="3">president</COREF>; <COREF ID="212" TYPE="IDENT" REF="4">Mr. James</COREF> operated as
chairman, chief executive officer and president for a period of <COREF ID="217" TYPE="IDENT"
REF="168">time</COREF>.) <COREF ID="218" TYPE="IDENT" REF="4">Mr. James</COREF> is filled with
thoughts of enjoying <COREF ID="220" TYPE="IDENT" REF="4">his</COREF> three hobbies: <COREF
ID="222">sailing</COREF>, skiing and hunting.

</p>

<p>

Asked why <COREF ID="224" TYPE="IDENT" REF="4">he</COREF> would choose to voluntarily exit while
<COREF ID="226" TYPE="IDENT" REF="4">he</COREF> still is so young, <COREF |ID="227"
TYPE="IDENT" REF="4">Mr. James</COREF> says it is <COREF ID="229" TYPE="IDENT"
REF="168">time</COREF> to be a tad selfish about how <COREF ID="231" TYPE="IDENT"
REF="4">he</COREF> spends <COREF ID="232" TYPE="IDENT" REF="4">his</COREF> days. <COREF
ID="234" TYPE="IDENT" REF="4">Mr. James</COREF>, who has a reputation as <COREF ID="237">an
extraordinarily tough taskmaster</COREF>, says that because <COREF ID="238" TYPE="IDENT"
REF="4">he</COREF> "had <COREF ID="239" TYPE="IDENT" REF="168">a great time</COREF>" in
<COREF ID="240" TYPE="IDENT" REF="318">advertising</COREF>," <COREF ID="241" TYPE="IDENT"
REF="237">he</COREF> doesn't want to "talk about the disappointments." In fact, when <COREF
ID="244">he</COREF> is asked <COREF ID="245" TYPE="IDENT" REF="244">his</COREF> opinion of the
new batch of <COREF ID="315" TYPE="IDENT" REF="89">Coke</COREF> ads from <COREF ID="249"
TYPE="IDENT" REF="97">CAA</COREF>, <COREF ID="250" TYPE="IDENT" REF="4">Mr.
James</COREF> places <COREF ID="251" TYPE="IDENT" REF="4">his</COREF> hands over <COREF
ID="253" TYPE="IDENT" REF="4">his</COREF> mouth. <COREF ID="255">He</COREF> shrugs. <COREF
ID="256" TYPE="IDENT" REF="255">He</COREF> doesn't utter <COREF ID="257" TYPE="IDENT"
REF="105">a word</COREF>. <COREF ID="258" TYPE="IDENT" REF="255">He</COREF> has, <COREF
ID="259" TYPE="IDENT" REF="255">he</COREF> says, fond memories of working with <COREF ID="316"
TYPE="IDENT" REF="89">Coke</COREF> executives. "<COREF ID="262" TYPE="IDENT"
REF="89">Coke</COREF> has given <COREF ID="263" TYPE="IDENT" REF="57">us</COREF> great
highs," says <COREF ID="265" TYPE="IDENT" REF="4">Mr. James</COREF>, sitting in <COREF ID="266"
TYPE="IDENT" REF="255">his</COREF> plush office, filled with photographs of <COREF ID="269"
TYPE="IDENT" REF="222">sailing</COREF> as well as huge models of, among other things, a Dutch tugboat.
</p>

<pp>

<COREF ID="273">He</COREF> says <COREF ID="274" TYPE="IDENT" REF="273">he</COREF> feels a
"great sense of accomplishment.” In 36 countries, <COREF ID="278" TYPE="IDENT"
REF="6">McCann</COREF> is ranked in the top three; in 75 countries, <COREF ID="281" TYPE="IDENT"
REF="6">it</COREF> is in the top 10.

</p>

<p>

Soon, <COREF ID="283" TYPE="IDENT" REF="4">Mr. James</COREF> will be able to compete in as many
sailing races as <COREF ID="285" TYPE="IDENT" REF="4">he</COREF> chooses. And concentrate on
<COREF ID="286" TYPE="IDENT" REF="4">his</COREF> duties as rear commodore at the New York Yacht
Club.

</p>

<p>



Maybe <COREF ID="290">he</COREF>'ll even leave something from <COREF ID="292" TYPE="IDENT"
REF="290">his</COREF> office for <COREF ID="294" TYPE="IDENT" REF="3">Mr. Dooner</COREF>.
Perhaps a framed page from <COREF ID="296">the New York Times</COREF>, dated Dec. 8, 1987, showing a
year-end chart of the stock market crash earlier that year. <COREF ID="301" TYPE="IDENT" REF="4">Mr.
James</COREF> says <COREF ID="302" TYPE="IDENT" REF="4">he</COREF> framed <COREF |D="303"
TYPE="IDENT" REF="296">it</COREF> and kept <COREF ID="304" TYPE="IDENT"
REF="296">it</COREF> by <COREF ID="305" TYPE="IDENT" REF="4">his</COREF> desk as a "personal
reminder. <COREF ID="308" TYPE="IDENT" REF="296">It</COREF> can all be gone like that."
</p>
</TXT>
</DOC>
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