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Children’s Mind

• Why can’t we see the moon now?

• Where does the moon go during the day?
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Why Soft Prompts?
• Easy to search with backprop.
• We have a larger space of prompts.
• They can emphasize certain keywords, even particular dimensions.

played until his in .Mary Cassatt

• 1926?

• Paris?

= {his, her, their}

= {played, painted, worked}

profession neutral
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Deep Perturbation of Prompts
More layers…

#param ratio

soft-prompt 1 
deep-perturbation 25
fully-fine-tuning 1e5
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performed        until        his           death               in                                        .

weight =

weight =

weight =

• Bigger model: When one prompt is unsure, others can help
• Better predictions: Ensembling reduces variance
• Better optimization: Explore multiple starting points in parallel
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Main Experiments
• Predict factual relations from T-REx dataset by prompting BERT-large
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Main Experiments
• Predict factual relations from T-REx dataset by prompting BERT-large

• About 1000 training examples per relation
• Initialize at other researchers' prompts -- huge improvement!
• Initialize randomly -- almost as good!
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Lots of Experiments
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Takeaways
• LMs know more facts than we thought.  

You just have to learn how to ask.

• Prompts are made of vectors, not words!
So you can tune them with backprop. 

• Random initialization works fine.  
No grad student required. 

• Prompt tuning is lightweight,
and could also be applied to few-shot learning.



Thanks!
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