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Spell Once, Summon Anywhere:
A Two-Level Open-Vocabulary Language Model
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— de Saussure, 1916, translated

The connection between the
spelling

is arbitrary.
)

Meaning is from spellings.
(neither S1 L Ly nor fo l Ly is an adverb, though they both end in-L y!)

A “construction” models (e.g., e(caged) := CNN(c a g e d)) ignore this!

Allowing any pairing regardless of spelling, but using spellings
as a prior / as regularization allows for idiosyncratic embeddings!

= Irregular words have uncommon spellings ...yet we use t
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(duality of patterning ~» conditional independence)
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The meaningful elements in any language—" in everyday
parlance [... —/[... ] are represented by [a] small stock of distin-
guishable which are in themselves wholly meaningless.

T Hockett, 1960
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” character composition should be
separate from “ ” word composition!

A_ character-level models ignore this! (and they’re slow as hell)

Only use a word’s spelling only to define it — not to later use it!

nem like regular words! (Example: children)

= Function words have uncommon spellings ...yet we use them all the time without feeling weird! (Examples: the, of)
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